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Abstract

The purpose of this dissertation is to study the generation of lyrics and vocal melody
for a given instrumental music piece. It is a novel, previously unexplored task. During the
last few years, there has been increasing research interest over lyrics generation as a case
of language modelling with domain specific structure and attributes, as well as regarding
symbolic music generation. The correlation of lyrics and corresponding vocal melody has
also recently started gaining attention and a few models that are able to generate lyrics
conditioned on melody, and vice versa, have been developed.

While the above research directions are very promising, they fail to capture the general
musical context of the songwriting process. In the majority of contemporary music,
singing coexists with accompaniment and its function is to both provide a melodic line,
that is grounded on the instrumental part and advances it musically, as well as to promote
the unfolding of a story through lyrical imagery. Moreover, former research on the matter
has followed a proof-of-concept approach, working on the level of one or a few sentences,
which is insufficient for capturing the structure and the recurring musical and lyrical
themes present in a song.

Our work models lyrics and vocal melody generation for a given music piece as a
sequence-to-sequence task, using for the first time an efficient attention Transformer
architecture trained on text event sequences, that describe entire songs. We build a sym-
bolic music dataset, suitable for the described task, and we apply music theory analysis,
compressing successfully our training data and making them key-independent. As a re-
sult, our models become faster to train and more robust. Furthermore, we come up with
a novel architecture, that decouples lyric and melody generation, while also providing
the ability to use any pretrained language model and optional conditioning on predefined
lyrics. Finally, the output is used together with a singing voice synthesis model to create
and add vocals to instrumental tracks, which we use for qualitative evaluation.

To the best of our knowledge, this is the first attempt to study both the melodic and
lyrical content of singing in relation to the musical context it is found in, and through
that, automate the process a singer or songwriter would follow, when presented with an
instrumental music piece, in order to enrich it with vocals. We believe that our work can

fuel human creativity and provide interesting musical ideas.

Keywords

lyrics and symbolic music generation, deep learning, natural language processing,

transformers, efficient attention, language modeling, music analysis
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IIpoAoyog

H napovoa Sumdepatikn) epyaocia eknovrOnke oto epyactrplo Enetepyaociag ®wvrg kat
duokrg MNAwooag (NTUA Speech And Language Processing Group) tng oxoAng HAexktpo-
Aoywv Mnyavikev kat Mnxavikev Yriodoytotev tou EBvikou MetooBiou IToAuteyveiou otnv
ABrjva, katd 1o €tog 2020-2021.

[Tivakag e§o@urlou: Wassily Kandinsky, Transverse Line, 1923

O Kandinsky oviag ovvaiodniukdg, mapouoiale ouyvad tm {@ypapikn Ue T UOUOKr, Savel
{Ouevog Bpoug OTwe autooxedlacuog 1 oUvdeon Otav avagepotav oTo pyo Tou Kat n idia Tou
1 TEXVN UapTupoUoe TNV avtifinyn touv auvt).

Colour is the keyboard, the eyes are the hammers,
the soul is the piano with many strings.

The artist is the hand which plays,

touching one key or another,

to cause vibrations in the soul.

WaAsSILY KANDINSKY






Kegpalato m

Extetapévn EAAnvikn IlepiAnyn

0.1 Ewayoyn

To avukeipevo 1e 10 01010 aoY0AEiTal 1] TapoUod SIMAGUATIKY epyacia eival ) autopatn
MAPAY®YH OTIX®V KAl QOVNTKNS Pedadiag Pdaocel tng POUOIKAG Umokpouong. IIpdkettat
yia éva avegepelvnto PéxXpl otypng rpoBAnua. Eve éxet mapatnpnBel evdiagpépov yia 1
OUOYXETION OTIX®V KAl POVNTIKNG Pedwdiag, n undpyxouoa epsuva dev €xel AdBet umoyv g
10 0PXNOTPIKO KOPPATL IOV tpayoudiov. H poviépva pouoikr) Baoidetatl moAu otnv ouvurapdn
HOUOCIKNG KAl POVITIKAOV, Td OToia MPEMEL va oxetidovtal Kat va otnpidovtat otn POoUoIKY),
1000 puUBPIKA, 000 KAl APPOVIKA. AKOPA, Ol OTiXOl €XOUV AUECT) OXEOI HE T QOVITIKN
peAwbia Katl To mePIEXOIIEVO TOUG OXETI¢ETAL PE 1] POUO1IKI) Kal To £160g tng.

ZUVETIOG, Il OUYKEKPIPEVH] £pyaAcia KAAUIITIEL £va ONPAVIIKO KEVO OV OXETIKI] €pguvd.
Tautoxpova, T0 avilKeipevo autd, arotedel éva mepiBadAdov 1o omoio SiatiBetal yia pedétn
OXETIKA pE TI§ duvatdtnteg TG TEXVNTHG 1] AAAIDNG UTIOAOYI0TIKLG SNIoUpyIKOTTAG, KAOmS
KAl yla v ermAuon SUOKOA1®V IOV IIPOKUITIOUV KATA TV POVIEAOITOIN o PeydA®v KAl ouv-
Yetov akodoubiwv.

H napouoa epyacia poviedomnoiel 10 naparndave og¢ £va npoBAnpua petappaong ouola-
OTIKA, aro pia akodoubia (pouoikn) os pia AAAnN (POVNTIKA). L& aviibeor HPe PO YOUEVES
MPOOTIAOEIEG TIOU APKOUVTAL OTO VA PEAETOUV 1) CUCYKETION P1AG 1] LEPIKWV TTPOTACERV OTIXQDV,
n 6oulAeld pag avaduvel v doun TV OTiXev KAl g pedadiag oe 0AdOKANpa Koppdta Kat
ouvenwg ta potiBa mou npokurttouv. To mapdv £pyo eivatl 1 mp®tn nmpoomnddeia, aro 000
yvopidoue, va mapaxBouv 1000 OTiX0l 600 Kal POVNTIKY Pedwdia, yia éva 0AOKANPo Kop-
par, xpnowpornoloviag pa Transformer apy1teKTovViKY Kt XPp1OHONIO®VIAG [P0 YOUHEV

YVOON arnod YA®OO1KA PovieAd.

O1 ONPAvVTIKOTEPEG GUVELGPOPEG 114G OTO OXETIKO EPEUVNTIKO Tedio eivatl ol e€rg:

e Meletdpe yla mpotr) @opd TV MApAy®dyI] OTiX®V Kal @eVNTKYG pedwdiag faocet tng

HOUOIKNAG UTIOKPOUOTG

e Xp1o1poIoloUE Yla MPQTH @opd v apytiektoviky] Transformer oto mAaioto g na-
PAY®YHS OTIX®V 1l @OVNTIKYG PeAdndiag. Xpnotporolovpe €vav pInxXaviopo rpocoxXns
YPAHHIKAG MTOAUTTAOKOTNTAG, TIOU HaAG EIMTPENEL va eKMAISEVOULIE TA POVIEAA PAG OF

akoAouBieg £ng kat 50 Popég peyaiutepeg anod 10 ouvnOopEVo.
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e Me ¥prjon TEXVIKOV HNOUOCIKLG avaluong, ouprmiedoulie ta Sedopéva pag £wg xkat 80%
KAl T KAVOUE avegaptnta ard v KAipaka oty oroia Bpiokovial, eknaidsvoviag

Ta povieda pag Imo ypryopa

e Avamtuocooupe Pla Katvoupla “Hlax®plopévh” apXITEKTOVIKI], TIOU HPAG EIMTPEIEL va
rapdagoupe EeXMP10TA OTiXOUG KAl @AVNTIKY pedwdia, AapBdavoviag uroy v adAn-
Aefdptnon toug. Autd pag Sivel ) duvatotnta va XProioro)CoUlE OO108AIoTE
TIPOEKTIAISEUPEVO VADOOIKO HOVIEAO KAl IIPOAIPETIKA VA XPNOLHOMo)ooupe S1Koug

pag otixoug.
IMa va epguvriooupE Ta TIAPATIAVE :

e Anpioupyoupe €va ouvolo dedopévav mou eival kataAAndo yia 1o npoBAnpa, daxe-
pidovtag @®VNTIKA ard POUCIKY KAl SNIoupydviag akoAoubieg KePIEVOU TTOU TEPt-

YpApouv 10 KaBe tpayoudt

o Exnaibevoupe éva YA®OOIKO POVIEAO Og AYYAIKOUG OTiXOUG Kdl TO XPI|O110TIOl0UE

OTNV APXIEKTOVIKY] PaAg Yid va BEATIOO0UNE TV TTO0TNTA TOV MIAPAYOHEVRV OTIX®V

e Avamtucooupe pla OTPAtnyiKn arnokmdikoroinong, €181KA yia 1o mpoBAnpa pag Kat
KAvoupe 1 dnuioupyia 1mo eupwotr, ermBdddoviag eykupn dopn. Emiong, oxediadou-
pe pa pébodo agloddynong pe Baon ) dopr.

e Xpnolporolovupe €va PoViEAo ouvBeong @oVAg yia tn dnuioupyia @ovnuKkov. Xin
OUVEXEL, TO XPNOIOooue, padi e v UMOKPOoUoT), Yid vd MPAayPatonotjcoupe

Hla roloTiky) peA€t a§loAoynong.

0.2 Osowpntiro YnoBaObpo

O Transformer [86] cival pia apXitektovikn Badiag pnxavikng pabnong rmou eionxOn
yla va Auoet 1o péBAnpa g avtopatng petagppaong. Eitvatl sprnveuopiévog arno v srutuyia
TOU PnYaviopou rpoooxng Kat eivat oe 9éon va enefepyadetar dedopéva nmapdAinda. Autd
Tov KaB1otd ToAU ypr)yopo, eve arodidel kaAutepa amnd dddeg apyitektovikeg. I[Ipokettat
Yld J1a apXITEKTOVIKI] KOSIKOIIOU)TL]-ATTOKOS1KOIIONTY] 1] Oroiol aroteAouvidl arod rmoAAd
otoBaypéva 1d1a emineda. Kabe emimedo tou kodikomoutr) aroteAeital and vno-enineda
self-attention kat feedfoward Siktuwv. O anokwdikorowntrg £xet Vv idia dour), e v mpo-
00nKn evog cross-attention uno-emnedou. To urno-eminedo self-attention dnpioupyetl pia
avartapaotaon g akoloubiag pe faon ta cupgpaldpeva, avaiuvoviag v e§Apnor PeETagy
1wV pepwv mg. To uro-erinedo cross-attention eival unievbuvo yla v avdiuorn g e&dp-
mong petady tov akoAoubiov e10060u kat e€66ou. To arotédeopa tou tedeutaiou ermrédou
TOU ATTOKMOTKOTIOUTI] PETATPEETAL TEAKA O€ TIOavOTNTeEG CUPBOA®YV, XPNOITHOIIOIROVIAG £vav
YPAPHIKO PETACKXNIATIONO KAl Pid ouvaptnon softmax.

O pnxaviopog mpoooxng eivat 1o Bacikotepo Koppdatt Kat divetat ard tov e€ng Turo:

T

K
Attention(Q, K, V) = softmax(Q

Vi

)\ (1)
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omou ot miivakeg K kat V avagépovial 0tov K@SIKOMONT) €ve O mivakag @ otov aro-
Kedikomountr), otnv mepinm®on 1tou cross-attention, eve kata 1o self-attention ot mivaxkeg
agpopouv 1o 1610 PEPOG Tou H1IKTUOU. X1V MPAYHATIKOTNTIA, O PUNXAVIOHNOG TTOU XPT|O1H10ITolE-
itat eivat o ouvOetog, aAdd dev Sa MPOXWPNOOULIE O AETTIOPEPELES.

Ao myv epgavior) tou, o Transformer £xel @épel emavaotaon oto euputepo medio g
Ene§epyaoiag Puoikng MAoooag Kat £Xel yivel 1 emMAEYOPEVE] APXITEKTOVIKY Yia T0AAd 1ipo-
BAnpata. Kamnoieg mapaAdayég g apXltEKIOVIKIG Kpatdve POvo 1ov Keadikornoutr [21] 1)
1oV anokmwokonont [69], eknaidevoviag T0Ug O TEPAOTIO OYKO SES01EVOV KAl XP1O1HOTTIO1-
WVIag Toug (Kat TV yvoor) Iou aroKopidouv) ©g YAQOOIKA HOVIEAd Yld MTAPAY®YE KEEVOU

1) oe ouvduaopo pe ermrAéov enineda yla adda mpoBArpata.

'Eva onpaviiko PeloveEKTa TOU PnXaviopou pocoxg tou Transformer eivat ot eivat
aAvarnoteAeoPatikog yla peyddeg akodouBieg. H x@pikn KAt Xpovikr) MTOAUTAOKOTTA TOU givat
TETPAYWOVIKI], KAB10TOVTAg avEPIKTO TO va Xprotporotn0el yia peyaleg akoAoubisg MPaKIKA.
O unxaviopog pocoxtis FAVOR+ [17] épxetatl va AUoet autod 1o poBANPIa KAl va KAVEL TV
TTIOAUTTIAOKOTITA VPAUHIKY], HE 1A IKAVOITOINTIKY] IIPOCEYY1OT).

'Evag akopa 1pomog va HPEI®OOUHE T XPron HVhHEng €ival 1a avaotpéytipa erineda
(reversible layers) [26] e ta oroia eival anapaitmto va kpatdpe v €500 1dvo tou te-
Aeutaiou ermrebou. AUTO EMMTUYXAVETAL KPATOVIAS £va {euydpt e10060u kat §0dou oe KAOe

eminedo avti yia povo pia ).

0.3 Ta &edopéva pag

H Pdon tou ouvolou 6edopévou pag eivatr to Lakh MIDI Dataset (LMD) [70]. Ta de-
dopéva autd Bpiokoviat otnv popdpn MIDI, n omoia sivatl pia 6uadikr) popdr) cupBoAIKNg
avanapaoctacng PouolkAG. Xe aviiBeon pe v maptovpd yla nmapddsiypa mou mepiexet
pa epapyxikn dopr, ta apyeia MIDI anotedovviat and ocuvola “yeyovotov™ 1ou SnAovouv
OFE TI010 XPOVIKO onpeio Eekvdel va nailet (1) otapatdel) pa vota 1 kat dAda petadsdopéva
OTI®G Ol OTiXol. AmO 10 APATIave oUVoAo Gedopévav, xpnoworoovupe 45, 129 apyeia ta

oroia @epvoupe oe KatdAAndn popdr) akoAouboviag v &g Sadikaoia:

Aviyveuong yAoooag, yla ) 81atr)pnon Povo ayyAlK®Vv otiXov.
e Alatfipnorn POVO CUYKEKPIPEVAV XAPAKTP®V

e AVTI0TOIX101] OTiX®V OtV MANOCECTEPT) VOTA KAl ETTAOYT) TOU OPYAVOU [1E TIG TIEPIO0OTE-

peg AvVTIOTOLXi0oElg
o dAtpaplopa Koppatiwv pe Atyotepeg ano 50 cuAAdaBeg otixwv.
o Tleplop10110g OAGV TRV VOTOV O £UPOG OKAB®V.

e Opadoroinon 0Awv tov opyavev os 8 katnyopieg: Piano, Guitar, Bass, Strings, Wind,

Synth, Drums, Effects
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Emiong yla va €Xouple pia CUVETT] KAl AvAoTPEWLLI AVIIOTOiX10T] OTiX®WV OF VOTEG, £dap-

podoupe pa avotnpr] cuAdaBortoinon :
e Metatpérnoupe kaBe A£En os pavhpata
o Xwpidouue g Aégelg o ouAAaBig, wote 1 Kabepia va mePIEXEL £va POVHEV
e Av pia vota avtiotoixet oe n >1 ouAdaBég, v xepidoupe oe n voteg ioag diaprelag

e Edv pia ouldaBr) exteivetal og idve aro n >1 voteg, v avuotolXi{oupe otV npot)

Kat avrototyi{oupe g endpeveg n - 1 voteg oe éva €161k6 oupBoAo.

Metd v napanave dwadikaoia €xoupe 8505 apyeia. Amd autd dnpioupyoupe ako-
Aoubieg g popdrig mou aiveral ota Lxnpata 1 Kat 2, yla 10 opX1OTPIKO KAl TO (POVITIKO
Hépog avtiotoixa. Autég ot akodoubieg amoteAouv ta §e6opéva ou XP1 o000 UHE OtV

eknaideuvorn.

wait time event note on event

‘W_2000’, 'W_84', "GUITAR_ON_54', 'BASS_ON_42', 'DRUMS_ON_35',
'DRUMS_ON_51', 'W_4', 'DRUMS_OFF_35', 'DRUMS_OFF_51", 'W_4",
"GUITAR_OFF_54', 'W_34", 'BASS_OFF_42"

note off event
Zxnpa 1: AxoAdouvdia opxnoTpkoU UEPOUG.

O1 akolouBieg arotedovvial aro yeyovotd IOV MAPAKAT® TUTIOV:
e wait time ysyovota, petpdve tnv napéAevon tou xpovou (oe MIDI ticks)
e note on yeyovorta, deixvouv ot pia vota (pe autdv tov apibpod) gekvdet va naidetat

e note off yeyovota, Seixvouv du pia vota (pe autov tov aptdpo) otapatdet va rnaidetat

co new line tton

sold
new word
'K AAT', 'ON_72\'W_295'," OFF ;N _250', 'T AHO NY'ON_72',
'W_615',*_OFF_'\W_2000','W_185',"N_L', 'S OW1 L D', "ON_76",

"'W_1320",'_OFF_","N_W"', 'IH0 N', "ON_72', 'W_490','_OFF_','W_100',
'N_W', "AHO', 'ON_69', 'W_245"L OFF ', "W_245','N_W', 'M AA1',

'ON_TZ',T’W_300’, ' OFF_',"W_220"~R K AHO T', 'ON_72*W_245",

' OFF_'['_R_",'ON_70','W_150',"_OF

a \ in ma rket

extension

Zxnua 2: Axojlovdia gwvntikov uépoug. Ilepiéxyet otiyoug kat ueAwdia tavioyxpova.
O1 pevnukég akoAouBisg £xouv emiong:

e syllable/phoneme ycyovota rou replAapBavouy td @OVARATA TTOU AVIICTOTX0UV OTr)

vota 1rou akoAouBei
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e extension yeyovota, otav pia ouAdaBr) tpayoudiEtal o §U0 1) EPLOCOTEPES VOTES

e boundary yeyovota, Onwg Kevo 1 addayr ypappng, MeEPEXouv mAnpogopia yia i

dopr tou KepiEvou

Mey£On AkoldouBiag H Opxnotpiro | Povnukd | Povntika (xopig ouAdabig) ‘

péyloto 59120 6115 5065
Siapeoco 13041 1645 1373
gAayloto 575 310 256

[Tivaxkag 1: Meyédn opxnopkodv Kat egOUNTIKOL akooudiwv

'Onwg @aivetat otov [Mivaka 1, ta peyédn tov akodoubimv eival apa moAv peydia. Ia-
POAO TIOU XPNOIOTTIOI0UHE J1d APXITEKTOVIKY] ITIOU AVAITTUXONKE y1d 110VIEAOTIOIN 0T PEYAA®DV
aKO0AOUB1WV, 1 CUPITIEST TV AKOAOUDIOV X®PIS ATIMAEla ONnPaviikng rmAnpodopiag eivat e-
mbupnt. H eknaideuon Sa eival tayxUtepn Kal pia mo ImUKvy) avarnapdotact) Pnopet va
KAVEL TO POVIEAO Pag 0 EUPWOTO.

Xpnowonowvtag v BBAlobnkn music21 [19], epappoloupe pia pébodo cuprieong
XPNolponol®viag akopvia (ouvoda votav). Autn n p€6odog ouyxmveuel oAa ta Sradopetika
opyava rat kabe véa vota odnyel oe éva vEo akopvio. Me auTtov TOV TPOI0 PIOPOUE
VA PEWOOUNE H1d TOAUITAOKI avarapdotact o€ pia arirn 6iadoyn akopviov, Xopig va

anoppirnrtoupe MAnNPogopia Kal TautOXPova TV AITAOITO10UIE.

Mey£On AxoldouBiag H Opxnotpiko | Meiowon

péyloto 11730 80.16%
éiapcoo 3220 75.31%
eAdyioto 239 59.83%

[MTivaxag 2: Meygdn opxnotokrg arxoflovdiag petd tn CUUTIEDN O akopvta

'Onwg priopouiie va doupe otov Ilivaka 2, ta akdpvia rmou dnpiioupyouvial HEI®VOUV Td
PNKD TG 0pXNOTPIKAG akodoubiag katd évav peyddo rapdyovia, aAdd 1o va cupBodicoupie
armdd kaBe akOpvto pe TG vOTeg arod TG Ormoieg arotedeital, augavel oAU 10 péyebog tav
mbavov oupBolwv. Emiong, av 1o 1610 akpiBng tpayoudt, petatorudotav oe AAAo POUCIKO
KAe161 9a anotedovviav anod evied®g S1aPopeTIKA AKOpvId. Oa NTav CUVENHOG IO XPN 0110
va propoupe va cupBoAiloupe Tig oxetkeg J€oelg Kal ) Asttoupyia t@v akopviev. a va
AUooupe autd ta {nujpata, XPnotHoroloUlEe Evay TUTIO PNOUCIKNG avAaAuong ITou ovopddetatl
PORAIRN aplOpunTiKrn avaiuon katl r Baocikr) tou 16éa eival ot kabe akdpvro propei va
avartapaoctabel amno évav Babuod g PouoIKAg KATpakag otnyv ornoia avinket. Tnv i6a 6iadi-

Kaoia akodouBouUpie KAl yla 1 QeVNTIKL pedndia.

TéAog, dnpoupyoupe Kat éva oUvolo debopévav Orwg 10 MAPAnAve, P T dtadpopd ot
bev oupnepldapBavoupe ta pevipata otnv akodoubia tng pedwdiag, aAAd kpatdape 1o apyt-
KO 0AOKANpo Kelpevo. 'Etol £xoupe tpelg akoAoubieg, v opXNOoTPIKL), T POVNTIKY PeAadia

Kdal Toug otiyoug ot popor ketpévou. Kabog ermBaddapie tov diaxwplopo oe culAaBég mou
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eCnynoape napanave, eivat rmoAu €UKoAo va @uaoupe v POVNTKY akoAoubia kat apou
rapdfoupe XmP10td ToUg OTiXOUg.

Emiong, dnuioupyoupe éva ouvodo Sedopiévev and oKETOUG OTiXoug ou Bpiokoupie oto
d1adiktuo, @épvoviag otoug ot Popdr) Iou eEnyroape napandve, yia va rnpoekrnatdeucoupe

€va YA®OOIKO PoviEdo, OoTiwg BelXVoupe Ot OUVEXELd.

0.4 ApPXITERTOVIREG TV MoviéAwv

e auto 10 onpeio 9a apousciAdcoUNE TIS APXITEKTOVIKEG TV HOVIEA®V Ttou Sa Xpnoio-
mo|ooUlie ota mepapata pag. Ipoxkettat ya (a) pia amir) Kodikormontr)-arnoK®OS Koot
1) aAAeg sequence-to-sequence apylTEKTIOVIKL] ITOU HOVIEAOIIOEL TNV PVNTIKY Pedwdia kat
TOUG OTiX0UG @G PEPOG Tr) 1d1ag akodoubiag kat (B) pa "draxwplopév)” apXITEKTOVIKY] TI0U
poviedorolel §eXxmPlotd v @eVNTKYA pedmdia Kal toug otixoug, datnpwviag v adAnle-

Edpnor) toug.

Vocal Melody/Lyrics
Output

(Language Model
Head

Weight Sharin

[ ‘_Resvdua\_\
[ Feed Forward ]
Layer Norm
/ \ Residual——————
Cross Attention ‘
R P R ——
Layer Norm
[ Feed Forward } Nx \ porm
@I@ [ FeedFoward |
#—Residual ‘Residual
Nx { Self Attention ‘ ‘ Masked Self Attention ‘
K Layer Norm K Layer Norm
Positional Positional
Embedding ¢ Embedding ¢
Embedding « Embedding
Instrumental Vocal Melody/Lyrics
Input Input

Ixnupa 3: H amin sequence-to-sequence apxiteKtovtky Ue évav KoSKOTomn yia 10 0pxn-
OTPIKO (aplotepd) Kat £va amokwOIKOTONTN yia 10 OUNTIKO uépog (6eéia)

H anAn apXlTteKTOViKI KOS1konmou)t-anokmdikonouty Baciletal otV apXIteKTIOVIKY)
Transformer mou napouoctdoape MAPATIAV®, HE T dladopd NG XProng Tou PnxXaviopou
TIPOCOXNS YPAHUHIKLG TTOAUTIAOKOTNTAG, FAVOR+, Kabmg Kat 1 XProrn avaotpeéWlpov €rmt-
nEdwv yia ermrmAéov eAdTIOon ot Xpron pvhiung. Kanoieg ermumdéov mpoodBnkeg oe oxéon
pe Vv amdn apxtiekovikn Transformer eivat n xprion feed-forward chunking [42] ota
feedforward vuno-emineda, xprjon positional embedding ta Bdapn t@v onoiwv eknaidsvoviat

padi pe 1o urtoAourto §IKTUo, avil TV TPLY®VOHETPIKAOV CUVAPTIOEDV TTOU XPI1OH0II0I0UVIaY



0.4 Ap)ttektovikeg 1@V Moviedwv

niponyoupévag. Emiong, to layer normalization [3] toroBeteitat ipv v €icodo 1@V urtodo-
IMEV UTo-eTUIIED®V, KATL TTIOU £Xel arodeiyOel mepapatika katl depnuika va arnodibet ToAu
kaldutepa [12] [59]. TéAog, xpnoworotovpe ) Gaussian Error Linear Unit (GELU) [31]
®g ouvaptnon evepyoroinong ota feedforward uno-enineda. H apyitektoviky @aivetatl oto
Zxnpa 3.

Yuvorukd, dswpaviag Xi., v akoAoubia e1006ou kat Yi., tv akodoubia £§66ou kat
TG TIAPAPETIPOUS TOU KMOOIKOTTIOUTY] KAl TOU ATIOK®OSIKOTIOUTE] Sepe KAl Hgec AVIIOTOXA, TO

npoBANpa rou SéAoupie va AUoOUPE €XEL TNV POPOT) :

D8enc.8dec (Yl:m|X1:n) (2)

O rwdikomnoutg poviedonotet ) ouvaptnon fy, . : Xi:q — il;n kat n ESiowon 2 propet

va ypagdei xpnotponowwviag Tov Kkavova tou Bayes og:

m
Penc.9ec (Y 1:mIX1:1) = Pogee (Y1:mlX1:n) = npadec()’dYo:i—l,Xl:n) (3)

i=1

Eival evkoAo va Slamotnbdel g o1 akoAoubieg TIOU XP1OI0IIOI0UHE £X0UV Hld OUYKE-
kppévn dopn, edka n eovnuky. a napdadeiypa éva ouvolo gevnpATeEV akodoubeitat
ano €va yeyovog note on, 1 PETd ano €va note on akoloubel éva wait time. ExpetaAAsuopa-
ote autr) tv Sopn Kat v emBdAAoupe KATA v ApAy®yn g akodoubiag, avarryoooviag
€vav oxeTko adyopidpo. 'Etot, BonOdpe 1o poviédo va apayetl Kabe popd 00OTEG AKOAOU-

Yieg.

H Siaxoplopévn apXITEKTOVIKY I[TOU AVAITTUCOOUE OUVOEEL TPEG aKOAOUBieg petady toug
KAl xpnotporoloviag tyv 9¢doupe dvo and autég va sivat ot £§odot.

'Onwg @atvetat oto Zxnua 4, datnpouiie 10V KOSIKOomo ] apetdBAnto Kat avti yia Evav
POVO armoK®HIKOIONTY), £XOUHE £€vaV AITOKMOIKOITOUTL) Yid OTiX0oUg KAl £vav yld @OV TIKG
peAwbdia, otov omoio mpooBétoupe €va deutepo erinmedo cross-attention. Autr n TEXVIKY
yla Tov ouvéuaopo moAAAmA®V £1008®V O Evav ATOKMOIKOTOU T €Xel PeAetnOet oto [47]
Kat éxet arodeiyBei ot arodidet oAy kadd. H £§060g 10U K®BIKOIMOUTr) TOU 0PXNOTPIKOU
HEPOUG CUPHETEXEL TOOO 010 cross-attention tewv otixov 000 KAl 0tng PEVNTIKNG PeAndiag,
eve) 1) £€§060G¢ TOU Tedeutaiou ermrieébou TOU ATIOKMSIKOIOUT TWV OTIX®WV CUPHEIEXEL OTO
beutepo uno-emninebo cross-attention tng pedwdiag.

Ex¢padoviag ta mapanave pe padbnpatikoug opoug, 6edopévou ott o1 otiXol anoteAouv
Vv akodoubia Z;.q Kal o1 MapdPeTPOl TOU AMOKOSIKOMONT otix®wv eival iy, éxoupe v

mbavotnta:

q
pémc,élm(zl:qlxl:n) = pélm(leq|X1:n) = 1—[ p&lm(zi|Z0:i—1’ Xl:n) (4)

i=1

H axoAoubia Z.; mAéov kwdikornoteitat oty akodoubia Z;.q4, mou e§aptatal and toug

OTiX0Ug Kat 10 0pXNotpiko pépog. 'Etot, n mbavointa yua myv gevnuikn pedodia divetat anod
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IZxnua 4: H diaywplopevn apxteKTovikn Lag pue vav koducomontn (KEvtpo), vav arokwoiko-
omn yia otiyoug (aplotepd) kat Evav anokwdukomomn ylia eeunikn uefwndia (6eéia) ue 6vo
umo-emineda cross-attention. O kwdukomomntr¢ puduilet Kat Toug dU0 anoKwOIKOTOMTES, VA
0l KOOUKOTIOW)OELS TOU UOVTEFIOU 0Tl @V pUdUI{OUD TOV AmoK@SIKOTOINTN eUNTIKNG Hedwdiag.

TOV TUIO :

m
DPenc.m.0ec (Y 1:mIX1:nZ1:q) = P (Y1:mIX1:n: Zi1g) = l_lpadec(deo:i—l,Xl:n, Z,y) (5
i=1

To poviédo skmaibevetal pe OTOXO va €AAX10TOIIOW0EL T0 ABpolopa TV cross-entropy

loss ouvaptoewv 1@V HU0 akoAoubimv.

‘Eva YA@OO1KO povtéAo 1ou anotedeitatl 1ovo arnd évav arnoK®SIKOomo ) Xpnotpornoteitat
yia va BeATwoel v Moot IOV IIAPAYOHREVEV OTiX®V. XPNO1Iomol0UE £va TTPOEKIIAL-

!, 10 omoio exmadevoupe mepAltép® Ot

deupévo poviedo GPT-2 [69] os ayyAiko keipevo
ayyAikoug otixoug ®ote va pdbet meplocotepa yla ) Sopun Kat 1o mepleXopevo toug. Ado-
U 10 eKTIa18eUOOUNE, TO €10AYOUHE OTNV MAPATIAVE APXITEKTOVIKI], arAd npoobetoviag éva

uno-crinedo cross-attention pe tuxaia apywkornoinorn. Autd dev ennpedlet v arnodoon

1https ://huggingface.co/distilgpt2
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0.5 Telpdpata kat Artotedéopata

TOU POVIEAOU Omwg BAEToupE Telpapatikd. Autr) 1 dtadikaoia Xpnotpomnoteitat kat og dAAa

npoBAnpata pe ermruyia onwg gaivetat oty BBAoypadia [76].

0.5 IIsipapata xat AnotesAéopata

e auto 1o onpeio Sa meplypdWPoule v OUVIOHIA Ta MEPAPATA HaAG, KAl KATOld CUNIIE-
pdouata mou e§ayoupe Bdon autav, eve otrn cuvéxela 9a Soupe Kal ta arotedéopata g
MO10TIKNG HeAéng rou Siegrjyape. O ROd1kag yla O0An v napovoa SUTAGUATIKY gpyacia
Bpioketat oto GitHub?, 6neg Kat o KGS1Kag mou Pacicajie PéPog NG apXITEKTOVIKNG 1ag (oe
PyTorch)®. Xpnowonowoape emiong tn BiBA100rixkn DeepSpeed [71] katd v eknaideuvor).
O avayveootng propet va smokedtel 1a [apaptpata yua va 6e1 oXeTUKES YpadikEG mapa-

OTAOE1G ATTO TNV EKMAIBEUOT TOV HOVIEA®V, KABMOG KAl KATTold apadeiyata arnoteAeopdtov.

Exnaidevoupe tpia poviéda ouvoAlkd yla MAapayeyl otiXev Kt @evntikng pedondiag:
(a) pa amdn apXItEKTOVIKY] KOSIKOIIOUT-AMTOK®OS1KOO1] 08 akoAoubieg votav kat (B)
aKOpPVIRV, Kabwg Kat (y) pa dtaxmplopévn apXiteKtovikn oe akoloubieg akopviwv. Emiong,

KAVOUPE Pla oUVIONDn €KNAIBEUOT TOU YAWOOIKOU POVIEAOU 0€ OKETOUG OTiXOUG.

Exrnaidsuon ‘OAa ta Movtéda MeAwdiag/Ztixwv I'Awoo1ké Movtédo
Acgiypata Exnaidsuong 7654 237299 (29663 mnaptideg)
Asiypata AfloAdynong 851 26367

Enoxég 6 1
SuvoAikd Bijpata 45923 33370

[Tivaxkag 3: Méyedog ouvdAwv debopsvav (90% yia ekrnaibeuong), emoyég kat ovvoducd Sruara
eknaibevong Kkat yla ta ia uoviéAa, kadwg kat 1o I'flooouco MovtéAo

Zrwov Ilivaka 3 @aivoviatl otoixeia yla v eknaideuon OA®v 1oV POVIEA®V, £V® OTOV
[Tivaka 4 @atvetal n taxvutnta eknaideuong, aldd Kal mapayeyng anoteAeopdiav, yia ta ipia
povtéda. IMapatnpoupe 6t ) cuprieon g akoAoubiag TV opydvav eival ITOAU ONPAVIIKY)
Kat odnyet o€ TOAU taxUtepn exkmnaideuorn (oxedov 3 @popég o yprnyopa). Na onpeimdet ot
€xoupe pa péorn pelwon kata 75% oto prkog g akolouBiag eicodou (BA. ITivaka 2). H
Slaxwplopévn) apXIteKTOVIK) €ival mo apyn amod v arnin oneg avapevotrav, Kabwg sivat
Mo MePIMAOKI AOY® TRV EMITAEOV UTIOOTPOUATOV KAl TOU YA@OOIKOU PovieAou. Qotocoo, ta

peyadutepa PNk akoAoubiag ennpeddouv mePlocoTEPO TNV TAXUTNIA.

Tayvtnta/Aldpreia AnAn (voteg) | AnAn (aropvta) | Ataxwpiopévy (aképvta)
Acgiypata/deutepoAento (pEon tipn) 0.171 0.473 0.259
‘Qpeg ernaibeuong 74.59 26.96 49.25
IIapayopeva pépn/dcutepoiento 5.89 6.71 9.09

[Tivaxag 4: Tayvmta eknaidsvong, ouvoiikn didpkela eknaidevong Kat tayvinta tapayoyng
ywa ta pia puovtéAa (xpovor puegpnuévor oe GPU NVIDIA Tesla T4)

O avayveotng 9a PBpet oto [Hapdptmpa A kat 6U0 PEIPIKEG OXETKEG He T dnuioupyia

2https://github.com/gulnazaki/thesis
3h‘c‘cps://gi‘chub. com/lucidrains/performer-pytorch
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0V akodoubwwv. H mpotw perpkn eivar n Bilingual Evaluation Understudy (BLEU) xkat
Xpnotpornoteital Kuping oty avtopatn petddpaoct). AOYy® Tou OTL 1] PETPIKI] AUty £ival oAU
auotnpn ya to rpoBAnpa pag, dedopévou ot akopa kat duo aviperot Sa rmpooedetav oAy
dlapopetikd peVNTIKA ot Eva Koppaty, dev pag divel oAy xprioa anotedéopata. a autov
1oV AGY0, avartyoooupe pia MOAU o Xadapr) HEIPIKY rmou v ovopadoupe Valid Struc-
ture Metric (VSM). Autr) 1 petpikn pag rminpodopet yua ) dopr) tng akoAoubiag kat av kat
etvat apkretda aduvapn, divel pla kKadrn ektipnon yia v rnopeia g eknaidevong. daiverat
OUYKEKPIHEVA, OTL XPNOIOMOIOVIAS AKOPVId, 1] HETPIKI autr) Pploketal o otabepd Kovia

otn povada (to péyioro).

Télog, 9a ouykpivoupe ta arotedéopata v Hoviedwv pag Sie§dyoviag 1 MO1oTIKY

a§loAdynor. AkodouBoupe v &8s Sadikaoia:

e Eméyoupe tuxaia 5 MIDI apxeia ard 1o ouvolo debopévav aglodoynong.

e YuvBEtoupe 1xo amod ta opXnotpikd pépn tou MIAL xpnoiponoidviag pid OXETIKY)

B1BA106rkN? Kat 10 Aoylopikd cUvOeong FluidSynth5.
e [Tapdyoupe povnukn pedodia kat otiyoug pe ta tpia poviéda pag.

e XpnOo1POoTIo0UHE TV ApXITEKTIOVIKT ouvBeong @mvng Mellotron [85] yia va &npioup-

YIOOUE QOVITIKA OF NXNTIKA POoPPr) Ao Ta Arotedéopatd pag.

e AvaptyvUuoupe 10 TIAPAYOHEVO TPAYOUdt 1€ TO 0PXNOTIPIKO PEPOS Kal AapBdavoulie ou-

voAwka 15 apyeia nxou.
e YuurnepldapBavoulie TOUG OTiX0UG O NOPPT] KETPEVOU.

X ouveéxela, {nrape amno 15 dtopa va ouykpivouv ta arnoteAéopata 1oV 3 HoviEAmv, yia

kabéva anod ta 5 koppdrta. Toug {ntdpe va 1 CUYKPIVOUV @G P0G TPEIS ASoVeg:

1. MeAwdikotnta/PuOpmrotnta: roco Houoiko 1) evBladEpoV ivatl 10 POVITIKO PEPOG,

0oov apopd tov pubpo kat ) pedwdia

2. Zxéon pe T Mouotkn: mOo0 KAAd taiptddel 10 @@VNTIKO HEPOS He ta dpyavd, 1000

and danoyrn appoviag 600 Kat oUyXPoviopou/pubpou

3. MepleXOPeVo STIXWV: IMOOTUTA TV [TAPAYOHEVOV OTIX®OV

Zuprniepaivoupie 0Tl 1 H1aX®PIOPEVE APXITEKTOVIKY] €ival olyoupa KaAutepn 600V apopd
T0UG Otixoug, Orwg avapevotav. Ermiong, §ermepvd onpavukd v armlr) apXteEKIOVIKY], 600V
adopd Tt 0XE0T TOV PAVINTIKAOV HE 1] LOUO1KY|. TEAog, eival eAadppig KaAUtep OtV NAPAY®-
V1 pedadiov. Zuykpivoviag ta 6U0 PovieAdd KOSIKOTIOU)TH-AMIOKMS KOO, £ival ApKeETA
napopold, Pe autod Iou Xpnotporotel akopvia va eivat Atyo kaAutepo 600v adopd T oXEoT)

IOV PEOVATIKOV M€ T POUOIKY KAl Alyo XEPOTEPO OTNV IMO10TNTA NS POVNTIKAS peAwdiag.

4ht‘(ps ://github.com/craffel/pretty-midi
5https ://www. fluidsynth.org
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0.6 Zupnepaopata kat Meddovukég KateuBuvoeig

Aebop€vou OT1 £X0UNE XPNOTHOIIO0EL OXETIKA PIKPO APlOPO KOPPATIOV KAl CUPHIEIEXOVI®OV
ot pedén pag, Sev priopovpe va KATaAfEoUpe 08 KATIO0 CUPMEPAoA Pe ardAutr BeBat-

onta.

0.6 IZupnepaocpata xat MeAAdovtikég KateuOuvoeilg

e autn 1) 6latpiBr) iepeuvoupe éva oAU evdladEpov mpoBAnpa, ) dnpioupyia otixev
KAl @OVNTIKNG PeA®diag yla €éva OUYKEKPIIEVO POUOIKO KOPPATL. Ao 000 yvepi{oupe, 1
6ouleld pag eivat n MPWIN MOU EVOXMPATHOVEL TO OPXNOIPIKO KOPPATL TG ouvodeiag Katd v
peAétn otixev Kal eeovnukng pedendiag. H épesuvd pag, kat o oxetkog kodikag, kabiotouv
duvatn ) Snpoupyila PEVNTIKGOV yid OIo1081)II0TE 0PXNOTPIKO KOPHATL.

Eotiddoupe ot oupBoAIKY IOUO1IKT) KAl OUYKERPIEVA ot popdr) MIDI. ITpoteivoupe pa
avarapdotaot o Popdr] KEWPEVOU Kat e§epeuvoupie dU0 UMMV ApXITEKTOVIKEG IoU Paocilo-
vtat oto poviédo tou Transformer. Mia arir apX1TeKTOVIKT] KOOIKOIIOUT-ATTOK®S1KOITOTY)
KAl P1d AapXUIEKTOVIKI] TTOU HOVIEAOITOLEL SEX®WPIOTA TO0 PEPOS TV 0PYAVAVY, TV OTIX®V Kdal
MG POVNTKAG Pedwdiag, v omoia ovopdaloupe daywptousvn. Axolouboupe éva Prnua
oupriieong g akoloubiag e106dou (opydvav) oe axopvia, metuyaivoviag peiwon 75%,
XpNotponotwviag pouoikofe@pntiky avaiuorn. Exknaidsvoupe tpia poviéda ocuvoAdikd yua
MAPAY®YH OTIX®V KAl QEOVNTUKAS HeAadiag: (a) pia armdn apXleKIOVIKY] KOSIKOMontr)-
AroK®dIKOIOUNTY| 0 akoAoubieg votav Kat (B) akopviev, kabmg kat (y) pa daxmpiopévn
APXITEKTOVIKI] 0 akoAouBieg akdpvimv. Xpnolpomnowwviag £va Poviedo ouvleong Qovrg,
dnpoupyoupe X0 amnod v cupBoAKY) avanapdctact) mou mapdyoupe Kat die§dyoupe ma
TO10TIKI) £pEUVA.

[Tapatnpoupe Ot 1 CUNITIEDT] TTOU TIPAYHATOTIOoape €ival KaBoploTiKLg onpaociag ya
TV TaXUTNTa EKNaideuong 1V POVIEA®V pag, eve 6ivel Kat eAappag KaAutepa anoteAéopata.
Emiong, n véa apXlteKIOVIKY TOU MPOTEIVOULE, €XEl TV KAAUTEPn arodoon OtV IOL0TIKI)
peA€n katl mapdyet 1dlaitepa 1KAvOTOINTIKOUG OTiXoug. AUTO eival avapevopevo, epoocov
XPNOUHOMO0UHE €va TIPOEKTIAISEUPEVO YAGOOIKO HOVIEAO TIOU EKMAISEVOUNE TEPAITEP® OF

otixoug.

Yto péddov, otoxevoupe ot BeAtioon g anddoong T®V ApXITEKTOVIKGOV TTOU PEAETNOA-
pe. ‘Ocov agpopa tnv avanapdoctaorn 1oV dedopévav, S9a Jédape va dokipdooupe Xpron 1oV
pouoikav adov (yia rnapddeypa pe Paon ta e§nkootd tétapta) 1] MePALTEP® AITAOIOiNnon
1OV akopviev. 'Ocov apopd Tig PEATIWOELS OtV APXIIEKTOVIKY], Sa propovoape va melpa-
patotoupe pe dAdeg pebBodoug yia va PEWoOUPE TI§ AMAlTOElg O VI, yia rapddeiypa
xpnowporiowwviag gradient checkpointing [13]. Agiet emiong va peAenBei edv n e§aptnon
TV OTiXOV arnd 10 OpXNOIPIKO PEPOG lval Xprjown, mpaypatonoioviag €va ablation study.

Ia va PeidoouE TV MTOAUTTAOKOTTA TG S1aX®P10PEVNS APXITEKTOVIKTG, da prnopovoa-
e emiong va SOKIPIACOUHE va XPNOTHOIIOW|COUHE AAA0Ug TPOTITOUS Yid VA EVO®PLATOOOULE
TIPONYOUHEVEG YVAOOELS A0 £va YA®OOIKO NoVIEAo. Auto rpoUnobEtetl eknaibeuon evog YA®o-
O1KOU POVTIEAOU Arto v apx1 e Xwplopo (tokenization) tov Aégewv o cuAdaBég. Mia Kopyr)
AuUor 1ou 1poobEtetl évav 0po KAVOVIKOIOiNong avdaloya pe v Katavopr 080U tou YA®O-

O1KOU PoViéAou, Tapouotadetat oto [5].
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Mia dAAn BeAtioon, oUYKPIoUn HE T XPHON NMPONYOUHEVOV YVOOEDV Y1d TOUG OTiX0Ug,
9a ftav n npoeknaideuon 10U KOSIKOITOTY], € €vav Jir) EMTOITEUOHEVO OTOX0 eKmtaidsuong,
OTIOG 0Ta YA®oOo1Kd poviéda (yia napaderypa BERT [21]). ®a fltav Xprjoipo, kabng o ap1Bpiog
1oV apxeiov MIDI rou reptéXouv J10vo POUOIKT) £ivatl oAU peydlog.

Tédog, 9a 9¢dape va Temepacouiie ta dpla g oupBoAkng pouoikrg. To ouvodo Se-
dopéveov DALI [56] mepiéxel koppdtia 1X0U, HE OUYXPOVIOHEVOUG OTiXOUG KAl (POVITIKI)
peAdwbdia. H poper) tou eival moAu kovid oto ouvodo Sedopévav ou dnuioupynoape. 'Evag
ardog TpOrog va XpnotporoinOel os pia aro Ti§ UIapX0Uoeg APXITEKIOVIKEG pag, da frav
va dlaxwplotovv ta eevnTKAa Kat va egayoupe temporal audio features ard ) pouvoikn.
TéAog, 9a propouoape va XP1olHOITO|00UHE AUTO T0 OUVOAO SeboEveV yia va PEAET)o0U-

pe KateuBeiav Ty Mapaynyn eovntKOVv o popdn 1xou.



Chapter E

Introduction

Through the mountain

So many things

Between two of childhood and nothin’ you needed a degree
On the time to give you a painter in your mind

One life or two

Through what a rainbow beauty and through life

Through many friends

Through a future of consciousness

And some deception

Reaching through just another man

And with this motherless man you’ll give away
On the heart

Tell another chance and darkness
Feel a two in two
I will say goodbye

To a good man

Epoch 1, Step 33075, Loss: 1.7501434139

T‘lis introductory chapter aspires to make the reader familiar with the setting of
our work and the task which the current dissertation deals with. At first, we
manifest our motivation behind the following research direction and we make a short,
first presentation of the broader research content and our work’s position in it. We
discuss the ways in which our work is original and we formulate our goals and research
objectives as well as our contributions in the field. Lastly, we present the organization of

this volume, making what is discussed in each chapter more clear to the reader.

1.1 Motivation and Originality of our Work

Singing is the act of producing musical tones with one’s voice. Its origins are impossi-
ble to track, but they are said to predate the development of spoken language, while voice

is presumed to be the original musical instrument [43]. The function and characteristics
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of singing would vary tremendously between cultures and time periods, but its universal
importance is undisputable. The merging of instrumental accompaniment and singing
started to become more popular in late Renaissance Florence!. Music and singing con-
tinued to coexist in a theatrical context and gained the format we know today during the
last hundred years. Nowadays, singing and instrumental music are so commonly tied,
that when vocals are not present in a song it is characterized as instrumental and when

a music performance includes singing and no instruments it is called a capelia.

Singing has an intrinsic value in human culture and is considered very hard to model
and automate, because it requires multiple skills, such as musical understanding and
creativity, that are very hard to formulate. For this reason, it is generally believed to be a
big step towards the long road of achieving Artificial General Intelligence®. A big part of
research regarding singing has focused on information retrieval tasks, such as transcrip-
tion of lyrics or melody. Another part, that is relevant to our work, focuses on generation
and it can be further divided into generation of lyrics/vocal melody and singing voice syn-
thesis. The latter is closely related to the more general task of speech synthesis and so
has gained more attention. Generation of lyrics and vocal melody are less straightforward
tasks and require, among others, the ability to be creative. For this reason, they have

gained more interest recently, with the success of generational deep learning methods.

Motivated by the writer’s adoration for music and enthusiasm to explore the chal-
lenges and opportunities presented when dealing with artificial creativity, the above task
was chosen to be the subject of the current dissertation. With this work, not only do we
study the relation of lyrics and vocals to music, but we create an end-to-end tool that
can be used by musicians or regular users to provide new creative ideas, useful in the

songwriting process.

Furthermore, our work aspires to fill a substantial gap that exists on the matter. We
will present a thorough review of the relevant research in the next chapter, but we will
quickly mention what we believe to be the most important aspects that have not been
addressed and are worth investigating. As we mentioned above, the relation of both vocal
melody and lyrics to music is very important and has not been yet taken into account
when dealing with generation. Previous work also follows a proof-of-concept approach and
deals with lyrics in the level of a few sentences, while working with full songs presents
many additional challenges. Finally, recent architectures that are strongly considered
state-of-the-art in many fields, such as the Transformer, have not been tested yet. The
present work is the first attempt, to our better knowledge, to generate both lyrics and
vocal melody for a full given music piece in the symbolic domain, using a state-of-the-art

architecture and utilizing prior knowledge from language models.

1https://en.wikipedia.org/wiki/Florentine Camerata
thtps://en.wikipedia.org/wiki/Artificial,general,intelligence
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1.2 Research Objective and Contributions

1.2 Research Objective and Contributions

The main research objective of this work is to develop an end-to-end model, that given
any instrumental music piece in MIDI format, namely a symbolic representation of all
notes played, as input, can generate lyrics and a synchronized vocal melody, namely
pitch and timing information of the singing music tones. Using a singing voice synthesis
software we can mix the result with the synthesized music and create a complete piece
with vocals. We model the instrumental input and vocal output as two sequences of text
events and tackle the resulting problem as a sequence-to-sequence task, analogous to
translation from one language to another.

Our main contributions to the field are the following:

e We research for the first time the generation of lyrics and vocal melody conditioned

on instrumental accompaniment

e We use the Transformer architecture, for the first time in the context of lyrics and
vocal melody generation. Using a linear attention mechanism, we are able to train
our model to full song sequences, up to 50 times longer than those usually modelled
in a single GPU.

e We apply music analysis to compress our symbolic music data up to 80% and make

them key-independent, making our models more robust.

e We develop a novel architecture to decouple lyrics and vocal generation, while taking
into account their interdependence and providing the ability to use any language

model and optional conditioning on lyrics.
To research the above:

e We build a dataset that is suitable for our task, by separating vocals from instru-

ments and creating text sequences that describe each song.

e We train a language model to an abundancy of english lyrics found online and use

it in our architecture to improve the quality of generated lyrics.

e We develop a decoding strategy, specific to our task, to make the generation process
more robust by enforcing valid structure. Also, we devise a generation evaluation

method based on the sequence structure.

e We transform our results into a suitable format and use a singing voice synthesis
model to generate vocals. We further use them, alongside the input instrumental,

to conduct a qualitative evaluation study.

The code used for this thesis can be found on GitHub °.

3h‘c‘cps://gi‘chub. com/gulnazaki/thesis
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1.3 Thesis outline

This volume is organized in the following way:

In Chapter 2 we present the theoretical background that is necessary to understand
this work. At first we present an overview of the field of Machine Learning. We start
by documenting the history and advancements in the broader field of Artificial Intelli-
gence and afterwards we focus on the basic architectures and methods used in Deep
Learning, a very successful subfield of Artificial Intelligence and Machine Learning. Next,
we document the field of Natural Language Processing and the usage of Deep Learning
methods. We analyze the attention mechanism and the Transformer architecture, which
is the basis of our work. Following, we present the literature relevant to reducing the
memory usage of the state-of-the-art methods, which is a drawback we had to overcome
in our work. We also introduce concepts of symbolic music and music theory, such as
MIDI, chords, scales and roman numeral analysis. Finally, we discuss related work, by
presenting research that has studied tasks, close to ours. We present previous work on
symbolic music, vocal melody and lyrics generation, as well as singing voice synthesis.

In Chapter 3 we present the steps we followed to built a dataset for our task and the
decisions we took. We talk about the original dataset we based our work on, the changes
we had to make an the reasons we used the chosen format. Moreover, we will analyze the
tools we used to generalize and compress our data based on music analysis. Finally, we
mention the changes we made in our dataset to model lyrics and vocal melody separately
and the lyrics dataset we assembled to pretrain our language model.

Chapter 4 is where the reader can find more details about the architecture of our
sequence-to-sequence model and enhancements/improvements we decided to use. We
present a decoding strategy that exploits the structure of the generated sequences. Also,
we introduce a novel architecture that decouples melody and lyrics, while taking into
account their codependency.

In Chapter 5 we talk in detail about our experiments. We discuss the training process
and the hyperparameters we chose, and we present and compare the results from all
models. We also, discuss the generation evaluation metric we use and we introduce a
structure metric that we devise. Finally, we analyze the qualitative evaluation study we
conduct and discuss the outcomes.

Chapter 6 is the last chapter of this volume. We list some concluding remarks inferred
from our work and we propose future work that can be done to improve current results,

as well as possible directions we could take from here.



Chapter E

Background

As mentioned in the Introduction, in this Chapter we will lay the foundations that our
work has built upon. We present our theoretical background, regarding Machine
Learning literature and especially the Deep Learning subfield. We analyze Deep Learning
approaches to Natural Language Processing and focus on the base of our models, the
Transformer architecture, and its usage in sequence-to-sequence modelling. We also talk
about the drawbacks of commonly applied methods, regarding memory usage, and we
explore recent work that deals with overcoming them.

Finally, we introduce some basic concepts that we use in this work, such as symbolic
music representation and music theory concepts (notes, chords, scales and others). We
also present related work, namely previous approaches to tasks relevant to ours, such
as symbolic music generation, vocal melody generation and lyrics generation, as well as

singing voice synthesis.

2.1 Introduction to Machine Learning

2.1.1 A Short History of Artificial Intelligence

Artificial Intelligence (Al) can be defined as intelligence demonstrated by machines, a
type of intelligence that can be defined or computed, so it differs from natural intelligence
encountered in life forms, which involves consciousness and emotionality. A first distinc-
tion is made to strong Al (Artificial General Intelligence), which relates to the hypothetical
ability of a machine to understand and learn any intellectual task that is considered char-
acteristic of human intelligence, and to weak Al, which focuses on solving a specific task
and it is closer to the level that has been reached until today.

Humans have imagined that machines could have the above abilities much earlier
than the development of computers. Artificial beings capable of thinking have appeared as
storytelling devices in antiquity. Talos!, a giant automaton appearing in Greek Mythology,
is considered by many to be the first embodiment of this idea.

The starting point of the history of Artificial Intelligence is generally recognized to be
the work of McCulloch and Pitts on artificial neurons [54]. In this paper, the authors

describe a simple logical function computational model for a cell, called a neuron, in

1h‘c‘cps://en .wikipedia.org/wiki/Talos
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what is believed to be the first description of neural networks. The development of this
model, and the connections to biology that are drawn, are of course a product of its
time, since this period was marked by discoveries in neurobiology, information theory
and cybernetics, as well as the insight given by Alan Turing’s theory of computation?.

Al started being a separate field in 1956, after being distinguished from cybernetics.
During the next 50 years, new variations of this new technology were used to solve prob-
lems that were easy to formulate and hard for humans to solve, for example playing the
game of checkers (1954), or proving logical theorems (1956). The most successful and
famous application has been Deep Blue®, a model playing chess, that in 1997 managed
to beat world champion, Garry Kasparov.

During this period, there were a lot of different approaches to Al, as well as phases of
growth and decline, but the invariant was the barrier that was presented when dealing
with hard to formalize tasks, that humans can perform easily, almost without thinking,
but machines cannot. An approach to solve these real-world tasks, was to insert hard-
coded world knowledge into a model, using specific formal languages. This comprised a
methodology called knowledge based Al. Because of the increasing difficulty and human
effort needed to encode this knowledge, the research interest shifted away.

A different school of thought argued that the developed models should be able to
acquire knowledge themselves, without depending on human experts and explicit repre-
sentations. Comparable to the human learning procedure, they would be able to improve
through experience and data. This approach is called Machine Learning (ML) and it can be
thought of as a part or subfield of Al. Both fields share roots and goals, with ML focusing
away from the previously mentioned symbolic representations, while borrowing methods

and models from statistics and probability theory.

2.1.2 Machine Learning

Machine learning (ML) is a subfield of Al, that studies computer algorithms that im-
prove automatically through data and experience. Machine learning algorithms build a
model based on sample data in order to make predictions or decisions with no need for
explicit task-specific programming. Machine Learning algorithms are used with great
success for various applications, especially in scenarios in which it is challenging for a
human to manually design algorithms to solve them, such as in Computer Vision and
Natural Language Processing.

The term Machine Learning was coined in 1959 by Arthur Samuel, and a volume
that summarizes these first attempts, mostly focused on pattern recognition is Learning
Machines [61] by Nils Nilsson. A frequently quoted, formal definition of ML is given by
Tom Mitchel [58]: "A computer program is said to learn from experience E with respect
to some class of tasks T and performance measure P if its performance at tasks in T, as
measured by P, improves with experience E."

The most common distinction of Machine Learning approaches depends on the feed-

2ht‘(ps ://en.wikipedia.org/wiki/Theory_of_computation
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back available to the learning algorithm and the division is three-fold. The three categories
are quickly discussed below, but it should be noted that there are approaches that do
not fit into this categorisation or systems that use more than one approach, for example

semi-supervised learning.

Supervised Learning

Supervised learning can be thought of as a family of algorithms that learn a function
from input examples to target values given a set of data, for which the target responses
are known. These input-output pairs are called training data, while the output is referred
to as ground truth. Supervised models are designed to derive a mapping function g that
approximates the implicit relationships of the training dataset, with the goal of making
predictions about previously unseen inputs.

So, given a set of N training examples of the form {(x1, y;), ..., (xv, yYn)} such that x; is
the feature vector of the i-th example and y; is its label (i.e., class or value), the learning
algorithm seeks a function g : X — Y, where X is the input space and Y is the output
space. We can denote a scoring function f : X X Y — R, such that g returns the y value

with highest score: g(x) = arg max f(x, y). To measure how well a function fits the training
y
data, a loss function £ : Y x Y — R2? is defined. We want to minimize the sum of the

loss function for all training examples, with the loss of predicting each output value being
L(y;, §), for a training example (x;, y;) and prediciton .

Supervised algorithms are split into two main categories, based on the desired out-
put: (a) classification and (b) regression. The first refers to predicting outputs that are
restricted to a distinct set of values, called class, while the second refers to the problem

of estimating real-valued outputs within a predefined range.

Unsupervised Learning

Unsupervised learning is a family of algorithms that learn to infer patterns, without
given target values for each learning example. The algorithm discovers the underlying
structure or distribution of the data, through mimicry. A very common unsupervised
learning problem is Clustering, in which a model groups or divides data points into cate-
gories based on a similarity measure, such that points that belong to the same cluster are
more similar to points that belong to other clusters. Another set of techniques and tasks
is Representation Learning, where the model discovers meaningful representations that
can be later used to help in other tasks, replacing manual feature engineering. Lastly,
many generative models can create new data that are drawn from a distribution of real

data given as input.

Reinforcement Learning

Reinforcement learning is an area of ML that researches the way intelligent agents take
actions in a dynamic environment, with the goal of maximizing a cumulative reward. As

in the Unsupervise Learning, there is no need of labelled input-output pairs. The focus
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of this approach is to find a balance between exploration (of uncharted territory) and
exploitation (of current knowledge), while sub-optimal actions do not have to be explicitly
corrected. The problem can be stated in the form of a Markov decision process. To give a

more formal definition, let us denote:
e a set of environment and agent states, S
e a set of agent actions, A

e the probability of transition (at time t) from state s to state s’ under action a

Py(s.s') =Pr(sty1 =8 | sy =s,a; = a)
e the immediate reward after transition from s to s’ with action a R,(s, s)

At each discrete time step t, the agent receives the current state s; and reward r,
and then chooses an action a; from a set of available actions. The environment, given
a;, moves to a new state s;.; and the agent receives the new reward ry,; associated with
the transition (s, a;, s¢+1)- The goal of the agent is to learn a policy: w: Ax S — [0, 1],

n(a, s) = Pr(a; = a | s; = s) that maximizes the expected cumulative reward.

2.1.3 Basic Machine Learning Methods

The Perceptron is an algorithm for supervised learning of binary classifiers that was
introduced in 1957 [75]. It is the basic building block of neural networks and it can be
considered as the simplest case, a single layer neural network (with one neuron). It is
a type of linear classifier, with a learnable weight vector. It can be denoted as a linear

predictor function f that maps its input x vector to a binary output value f(x):

1 ifw-x+b>0
Jx) = 2.1)

0 otherwise

where w is a vector of weights, w - X is the dot product equal to };1*, w;x;, and b is the

bias.
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Figure 2.1: An illustration of the Perceptron with mathematical notation (right) and a draw-
ing of a biological neuron (left) to draw analogies and show the researchers’ inspiration.
(Source: [38])

Regardless of the innovative idea of the Perceptron, it was quickly proved that it can-

not be used for non-linearly separated classes, with the most infamous example being the
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XOR problem. For this reason the idea of Perceptrons was dismissed for a lot of years, but
it was revived much later with the idea of Multi-layer Perceptron and its great processing
and representational power, more on that later. As can be seen in Figure 2.1 a vital part
of the Perceptron is the activation function, which introduces a non-linearity which is
very important, since it allows us to approximate arbitrarily complex functions. We will

explore some basic activation functions in the next subsection.

Another idea of traditional ML, that is worth mentioning, is Support Vector Machines
(SVMs), one of the most robust prediction methods. The original algorithm was invented
in 1963, but it got the form we use nowadays in 1995 [18]. One of the advantages of the
SVMs is that they can efficiently classify non-linearly separable data, using what is called

the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces.
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Figure 2.2: An example of Support Vector Machines for classification. The red line is the
maximum-margin hyperplane. (Source: Wikipedia)

The basis of the SVM algorithm is that it constructs hyperplanes, to perform classifica-
tion in the higher-dimensional space. Intuitively, to achieve a good separation, we expect
to use the hyperplane that has the largest distance to the nearest training-data point
of any class, because a larger margin, means a lower generalization error, when doing
classification. If such a hyperplane exists, it is called the maximum-margin hyperplane.

In the general case, where data is not linearly separable, we use the soft-margin
SVM algorithm. For input observations {xi, xs, ..., xy} With labels {y;, yo, ..., Yy}, where

y; € {—1, 1} we want to minimize the quantity:

1 n
- Z max (0, 1- yi(wai - b)) + Allwl|? (2.2)
=1
where the parameter A regards the trade-off between larger margin size and ensuring
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that all data points lie in the correct side. Also, w is the normal vector to the hyperplane
and b is the bias. These two define the predicted maximum-margin hyperplane. An

example is seen in Figure 2.2.

2.2 Basics of Deep Learning

The distinction between Deep Learning and Machine Learning is arguably blurry.
Deep Learning models are generally more complex and they involve a greater amount of
learned function or concept composition than traditional Machine Learning does. The
adjective "deep" refers to the usage of multiple layers in a network, but it is not limited to
that. Also, Deep Learning is based on Neural Networks and Representation Learning in
a greater extent, as we mention above. In this subsection we will discuss basic concepts

(not limited to Deep Learning) and successful architectures that have been developed.

2.2.1 Feed Forward Neural Networks

Feed Forward Neural Networks (FFNs) was the first and simplest type of Artificial
Neural Network devised. It can be thought therefore as the basis of Deep Learning.
Another name for FFNNs is Multilayer Perceptrons (MLPs) and it reveals that they consist
of multiple stacked layers of Perceptron units. These Perceptron units are connected
without any feedback loops, in a Directed Acyclic Graph. One of the basic motivations
and advantages of stacking Perceptron in a multi-layer network, is that if we introduce
non-linearities through non-linear activation functions (more on that later), we are able

to distinguish between non-linearly separable data.
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Figure 2.3: A 3-layer feed forward neural network with three inputs, two hidden layers of
4 neurons each and one output layer. (Source: [38])

Each Perceptron acts as a computational unit, taking as input the output of the
previous layer. Each unit implements a function that converts the input vector to a
scalar (as we mentioned above). A feed forward network consists of at least three layers of
nodes: an input layer, a hidden layer and an output layer. The input layer takes as input
the data, the hidden layers process the outputs of the previous layers and the output
layer provides the final output. The flow of information from the input to the output is
called forward propagation. Also typically, units of a single layer are not connected to

each other. The number of hidden layers determines the depth of a model, while the
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number of the units in the hidden layer determines the width of the model. An example
can be seen in Figure 2.3.

FFNNSs are applied with great success to many problem settings, either alone or as part
of a more complex network. Apart from their experimental success they have also theo-
retical guarantees. The universal approximation theorem® states that every continuous
function that maps intervals of real numbers to some output interval of real numbers can
be approximated, arbitrarily closely, by a MLP with just one hidden layer and a sufficient
number of neurons. This result requires a suitable activation function, but it holds for

most that are used, one of the first proofs was for the sigmoid [20].

2.2.2 Activation Functions

As we discussed above, in order to classify non-linearly seperable data points with
multiple layers, it is essential to introduce non-linearities. Non-linearities allow us to
approximate arbitarily complex functions. We introduce them with activation functions.
Activation functions take as input the output of a node and produce the final output,
by making a non-linear decision. Common activation functions, introduce a first non-
linearity at zero and some, like sigmoid, use a second non-linearity to restrict large inputs.
If we add the activation function g to the single Perceptron, we can define a simple

classifier with one node as follows:

y=g(w-x+b) (2.3)

Some common activation functions are the following;:

Sigmoid

The sigmoid or logistic function is defined as:

o(z) = (2.4)

1+e%

The sigmoid function is differentiable, defined for all real input values and has a non-
negative derivative at each point. It takes a real-valued number and outputs a real number
bounded in the range [0, 1]. In particular, large negative numbers become O and large
positive numbers become 1. The sigmoid function has been widely used historically,
because of the biological intuition of a neuron firing (fully for 1 and not at all for 0).
Sigmoid functions are monotonic and have a first derivative which is bell shaped. The
sigmoid function is convex for values less than 0, and it is concave for values more than
0.

In practice, the sigmoid is rarely used nowadays because of two drawbacks. First
of all, when its value is close to O or 1, the gradient value is close to 0. This has the
undesired effect of saturating or vanishing gradients. Secondly, the sigmoid output is not

zero-centered. As a result, the input of the next neurons has always positive values. The

4ht‘cps://en .wikipedia.org/wiki/Universal_approximation_theorem
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Figure 2.4: A sigmoid non-linearity. All inputs are squashed in the range [0,1]. (Source:
(380

gradient of weights will be either always positive, or always negative and an unwanted

alternation of them is introduced into the network.

Hyperbolic Tangent (tanh)
The hyperbolic tangent or tanh function is defined as:

et —e’*
tanh(z) = ———— 2.5
anh(z) = ——— (2.5)

10F /—
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Figure 2.5: A tanh non-linearity. All inputs are squashed in the range [-1,1]. (Source: [38])

The tanh function is a scaled and shifted variation of the sigmoid. We can confirm
that if we compare Equations 2.4 and 2.5. We get the relation tanh(z) = 20(2z) — 1. So,
similarly to the sigmoid, the hyperbolic tangent is a bounded, differentiable, real function.
It is defined for all real input values and has a non-negative derivative at each point. It
has the same drawback of gradients close to zero for large input values, but its advantage

is that it is zero-centered.

Rectified Linear Unit (ReLU)

The ReLU activation function is described by the following simple mathematical form:

J(2) = max(0, z) (2.6)
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-10 -5 5 10

Figure 2.6: A ReLU non-linearity. Simply, zero when z < 0 and then linear with slope 1
when z > 0. (Source: [38])

This activation function simply thresholds the input at zero, keeping only positive
inputs. It is otherwise known as the ramp function. It is one of the most commonly
used activation functions nowadays. First of all, it does not involve any computationally
expensive operations (like exponentials), in contrast to the sigmoid and tanh fuctions.
This makes its computation extremely fast. Also, it is found to accelerate convergence by
a large factor in many cases, compared to the previously mentioned functions. Moreover,
it avoids the vanishing gradient problem and it is sparsely activated, making it more likely

that neurons learn more meaningful aspects of the problem. Finally, it is scale-invariant.

Some disadvantages are the following. ReLU is not differentiable at zero, it is not zero-
centered and unbounded. A common problem is the "dying ReLU" problem. ReLU units
can be fragile during training and can “die”. This means that it is possible for neurons
to be pushed into states that they become inactive for essentially all inputs. Then, no
gradients flow backward through the neuron, and so the neuron becomes stuck in a
perpetually inactive state. For example, if a high learning rate is used, as much as 40%
of the network can be “dead”, meaning that so many neurons will never activate across

the entire training dataset.

Leaky ReLU

Leaky ReLU is an attempt to fix the problem of "dying ReLU". It is described in

mathematical form as:

z ifz>0,
Sf(2) = (2.7)

az otherwise

where a is a small constant (commonly 0.01). Another variant called Parametric ReLU
uses a learnable a coefficient instead. Instead of the function being zero when z < 0, a

leaky ReLU will instead have a small negative slope.
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Gaussian Error Linear Unit (GELU)

The GELU activation function [31] is used in some of the most recent state-of-the-art
language model architectures, such as BERT [21] and GPT-2 [69], with great success. We
also use it in our architectures. It is defined as:

GELU(z2) =zP(Z<2z)=z®(2)=z- % [1 + erf(z/ \/5)] (2.8)

if Z ~ N(0,1). ®(2) is the cumulative distribution function of the standard normal

distribution. An approximation of GELU is given by:

GELU (2) = 0.52(1 + tanh [ V2 /n (z + 0.044715z3)

) (2.9)

GELU activation function
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Figure 2.7: A GELU non-linearity. (Source: PyTorch documentation)

The GELU non-linearity weights inputs by their percentile, rather than gates inputs
by their sign as in ReLUs. Consequently the GELU can be thought of as a smoother ReLU.
The GELU function has a negative coefficient, which shifts to a positive coefficient. So
when z is greater than zero, the output will be z, except when z is in the range [0, 1],
where it slightly leans to a smaller output value. That formulation relates to stochastic
regularizers because it is a modified expectation of adaptive dropout, providing neurons
with more abstract probabilistic view. The GELU function largely avoids the vanishing

gradient problem.

Softmax

The softmax function is simply a generalization of the logistic or sigmoid function to
multiple dimensions. It is often used as the last activation function of a neural network
to normalize its output to a probability distribution over some classes. It takes as input
a vector z of K real numbers, and normalizes it into a probability distribution consisting
of K probabilities proportional to the input exponentials. Given an input vector z and a

weighting vector w, we have:

Z" Wi

P(y :j | Z) = W (210)
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2.2.3 Training

Artificial Neural Networks are trained by an optimization method, that aims to select
a set of model parameters that minimizes the prediction error. We will discuss a way to
quantify how well the model fits to the training data, some optimization algorithms and

other notions and enhancements used in the training process.

Loss Functions

As we quickly discussed in Subsection 2.1.2, a way to measure the performance of
supervised learning is the loss function. The loss function computes a non-negative value
that measures the inconsistency between the predicted and the target output. So, if we
denote our model as a function f with parameters w and the i-th training example pair
as (x;, y;) the loss for each example is L(y;, f(x;; w)). As we want to quantify the total loss
over the entire dataset of size N, we want to minimize J(w) (objective function or empirical

risk), given by:

N
Jw) = =" Ly S5 w) 2.11)
i=1

Next, we denote the predicted output as ;" instead of f(x;; w). For models that output

a probability between O and 1, the binary cross-entropy loss is commonly used:

N
1 n N
J(w) = —— > (yilog(Gi) + (1 - yp) log(1 - g) (2.12)
NS
For the general case of multi-class output, the dissimilarity between the empirical
distribution p and the predicted distribution q can be expressed by the cross-entropy H.
This requires an output probability for each class and usually for this a softmax layer is

used. The cross-entropy loss, for M classes, is given as:

1

1 N N M
Jw) =~ > Hpu @) =~ > D (Uielog(uic™) (2.13)
i=1

i=1 c=1
For regression tasks, in which a model outputs a real value instead of a probability,

mean squared error loss can be used:

N
1 A WN2
J(w) = N ;Zl(yi -Ui) (2.14)

More loss functions exist, but these are the most commonly used ones. Note that
the performance of a model on a particular task is actually measured by another metric,
different from the loss J. These performance measures, however, are often not suitable
for gradient-based optimization. So, we minimize a selected loss function and expect that

we will improve the performance of the model, by minimizing the loss.
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Optimization

Training a model can be actually thought of as the optimization problem of finding the
model parameters w that minimize the loss function J(w) averaged across the training
dataset. Most optimization algorithms are gradient-based. Let us denote a differentiable
function f: R"™ — R, then its gradient Vf: R™ — R" is defined, at p = (x, ..., x,) as the

vector:

% (P
Vip)=| (2.195)

5= (D)
The gradient vector can be interpreted as the direction and rate of fastest increase.
Since, we want to minimize the loss function, we compute its gradient with respect to

the weights of the model and then the weights of the model are updated in the opposite

direction. We will now present some common optimization algorithms.

Gradient Descent (GD) is a very basic optimization algorithm and one of the most popular
ones. It follows an iterative process. The model parameters w are randomly initialized and
at each iteration the gradient of the loss function is computed for the entire dataset with
respect to the parameters w and then the parameters are updated accordingly. Let J(w)
be the loss function over the entire dataset and a € R be a small value (a hyperparameter),
called learning rate. Then, the parameters of the model at the i-th iteration are updated

as:

w1 = w; — aVyd(wy) (2.16)

The Gradient Descent algorithm is very simple and effective, but it has a major draw-
back. Computing the loss over the entire dataset at each iteration is computationally

expensive and inefficient, especially for large datasets.

Stochastic Gradient Descent (SGD) is a variant of Gradient Descent that solves the
aforementioned problem. It computes the gradient of the loss function over a subset of
samples, not for the whole dataset. It makes an estimation of the gradient, instead of
computing the true gradient using all samples, therefore the name "stochastic".

In its simplest form, the gradient is computed over each unique training example, but
this can lead to very noisy gradients and cause the loss function to fluctuate. For this
reason, a variation called mini-batch SGD is commonly used in practice. A mini batch of
B training data points is picked and the average gradient over those B points is calculated

and used:

B
1
w1 = wi—a— ) Vydp(wy) (2.17)
B

This method is still fast to compute and gives a much better estimate of the true gra-
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dient. The larger the batch size, the more accurate the estimation of the gradient, which

leads to smoother convergence and allows for larger learning rates.
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Figure 2.8: The surface of a non-convex loss function. The arrow shows a path to reach
the global minimum. (Source: Medium)

It should be noted, that when we train a deep neural network, the loss surface be-
comes non-convex because of the introduced non-linearities. This means that there is no
guarantee that a gradient based method will converge to a global minimum, where the
loss function is zero. The learning rate becomes a very important training hyperparam-
eter and effectively controls the speed at which the model learns. If the learning rate is
too large, we may overshoot the minima and bounce back and forth on the loss surface
or the model can become unstable and diverge. If it is too small, it may take too long to
reach a minimum, or the algorithm might get stuck at a suboptimal local minimum.

In practice, learning rate is chosen based on experience and the model that we train.
But, in order to deal more systematically with the problem of choosing a suitable learn-
ing rate, it is common to use different values during training. One way of doing this,
is scheduling the rate based on the timestep. For example Linear Warmup is a tech-
nique that linearly increases the learning rate for the first K steps and then keeps it
stable. This is shown to reduce volatility in the early stages of training. Learning Rate
Decay, on the other hand, starts with a large rate and then slowly decreases it. The
intuition behind this is that decaying the learning rate helps the network converge to
a local minimum and avoid oscillation. Another way to change the learning rate is to
choose an adaptive learning rate algorithm that calculates it depending on the gradient
magnitude, the speed of learning, the size of particular weights or other measuers. Some

famous adaptive gradient descent algorithms are Adam, Adadelta, Adagrad and RMSprop.

Adam [40] is one of the most commonly used optimization algorithms with adaptive
learning rate. Adam is short for Adaptive Moment Estimation. It keeps a learning rate
for every parameter in the network and separately adapts them during training. It uses
estimations of first and second moments of gradient to adapt the learning rate for each
weight. The n-th moment of a variable is the expected value of that variable to the power

of n. We can formally define the model’s and Adam’s parameters update as:


https://medium.com/swlh/non-convex-optimization-in-deep-learning-26fa30a2b2b3

Chapter 2. Background

WD 0 g T
Dw+ €
m$+1)
my = ———"—""
Y- it (2.18)
o

Vw = _ pitl
1 2

mi — gim) + (1 - BV,

v = Bavly + (1= Bo)(Vuud )
where m and v are the first and seconds moments respectively, a is the step size/learn-
ing rate, € is a very small value (typically le-8) to avoid zero division and f3; (typically 0.9),
Bo (typically 0.999) are the forgetting factors for gradients and second moments of gradi-
ents, respectively. Adam is well suited for noisy gradients, it is computationally efficient

and has little memory requirements.

AdamW [48] is an improvement to the Adam algorithm. The basic idea of AdamW is
that it modifies the typical implementation of weight decay [44] in Adam, by decoupling
weight decay from the gradient update.

Weight decay, otherwise known as L, Regularization, penalizes larger model param-
eter (weight) norms, by adding an extra part to the loss: J’ (w) = J(w) + Aw’w, with
A being a hyperparameter. It is a regularization technique, used to mitigate the prob-
lem of overfitting, by encouraging smaller weights and therefore less complex functions.
Overfitting is a common training problem. It happens when a model learns too much
detail and therefore noise in the training data, to the extent that it negatively impacts the
performance on unseen data.

AdamW adjusts the weight decay term to appear in the gradient update:

1
Vf)i+€

The weight decay or regularization term does not end up in the moving averages and is

Wiyl = Wij — a( Ty +ﬂiJwiJ) (2.19)

thus only proportional to the weight itself. The authors show experimentally that AdamW
yields better training loss and that the models generalize much better than models trained
with Adam.

Backpropagation

As we discussed above, in order to use a gradient based optimization algorithm, it is
essential to compute the gradient of the loss function with respect to the weights of the
network. Every neural network can be illustrated as a directed graph where each neuron
corresponds to a node and each weight to an edge. The backpropagation algorithm [45]
[77] computes the gradient of the loss function for each input-output pair, with respect

to each weight. It is the backbone of training neural networks.
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Computing the gradient for a network is not a trivial step, especially for large and
complex networks. Fortunately, the backpropagation algorithm can efficiently compute
the gradients for all parts of the network. It works by computing the gradient of the
function with respect to each weight, using the chain rule. It computes the gradient one
layer at a time, iterating backward from the last layer and caching intermediate results

to avoid redundant calculations. Its idea is based on dynamic programming.

Dropout

Dropout [34] is another regularization method for neural networks. Its basic idea is
very simple, yet it is very effective and commonly used. During training, each unit is
dropped with a probability p > 0, meaning that it ignored during both the forward and
the backward pass, while its activation becomes zero. This is illustrated in Figure 2.9.
During inference, all neurons are used and no unit is dropped, but they are scaled by a
factor fraclp to account for the missing activations during training. Dropout forces the
network to not rely on specific nodes and prevents units from forming co-dependencies

amongst each other. It can otherwise be thought of as a way to perform model averaging.

(a) Standard Neural Network (b) Network after Dropout

Figure 2.9: Using dropout during a training step. (Source: [7])

Normalization

Training a deep neural network is complicated by the fact that the distribution of each
layer’s inputs changes during training, as the parameters of the previous layers change.
The problem that arises is called internal covariate shift and as a result it requires lower
learning rates, making training slower, and careful parameter initialization, making it
harder to train models with saturating non-linearities. A way to address this problem is

to normalize layer inputs.

Batch Normalization [37] is a method that performs this normalization for each
training mini-batch. A normalization step fixes the mean and variance of each layer input.
It improves gradient flow through the network, reducing the dependence of gradients on
the scale of the parameters and their initial values. It allows to use higher learning rates
and permits less careful initialization. It can also act as a regularizer, eliminating the

need for dropout, in some cases.
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Let us denote b a mini-batch of size B of the training dataset. The empirical mean

and variance of b could thus be denoted as:

B B

1 1
W= in and o2 = 5 Z(Xi - up)? (2.20)

i=1 i=1

For a layer of the network with input x = (xD, ..., xD), each dimension of its input is
normalized separately, as:
Xlgk) (k)

g0 o X T Hy 2.21)

A

where k € [1,d] the dimension and i € [1, B] the sample of the mini-batch b. ¢ is
a small constant to avoid zero divisions. The new normalized activation ¥ has zero
mean and unit variance. To restore the representation power of the network, a final

transformation step follows:

RN OO (2.22)

with parameters y* 8% being learned in the optimization process.

Layer Normalization [3] is another normalization technique that was introduced to
normalize the training of recurrent networks, where batch normalization falls behind. It
also solves the challenging task of selecting a suitable mini-batch size and omits the de-
pendence between training examples. Layer normalization is, in a sense, the transpose of
batch normalization, since it computes the mean and variance from all of the summed in-
puts to the neurons in a layer on a single training case. Unlike batch normalization, layer
normalization performs exactly the same computation at training and test time. Layer
normalization is widely used, since it stabilizes the hidden state dynamics in recurrent

networks, reduces the training time and generalizes well.

The layer normalization statistics (mean and variance) are computed over all the hid-

den units in the same layer as follows:

M=
A
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where H is the number of hidden units in a layer. Under layer normalization, all

(2.23)

T

the hidden units in a layer share the same normalization terms u! and o', but different
training cases have different normalization terms. After computing the normalization

statistics we follow the same procedure as in batch normalization.
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Residual Connections

Residual or skip connections are paths (shortcuts) in neural networks that jump over
one or more layers. They have been introduced in [30] to create an architecture called
Residual Neural Networks (ResNets). This addition made ResNets the state-of-the-art
model in many Computer Vision tasks, and since then the residual connections have
been an important component in a wide variety of architectures.

The main motivation behind the development of residual connections was to combat
the problem of vanishing gradients, that made the training of deep architectures notori-
ously difficult. As we discussed above, the backpropagation algorithm is used to compute
the gradient for all the layers of a network, using the chain rule. When there are many
layers with gradients less than 1, the total product approaches zero, making learning
infeasible. By using a skip connection, an alternative path for the gradient is provided.
These connections simply use the identity function and add the original input to the out-
put of the layers they skip. This can be seen in Figure 2.10. Supposing a layer (or more)
perform the function ¥, then the output with a residual connection, given an input x,
will be:

F(x)+x

| weight layer |
]—"(x) l relu <
| weight layer | identity

Figure 2.10: A residual connection skipping two layers. (Source: [30])

Except from providing an uninterrupted gradient flow from the first layer to the last,
residual connections enable feature reusability and stabilize training and convergence.
Skipping effectively simplifies the network, using fewer layers in the initial training stages,

while the skipped layers are gradually restored, as the model learns the feature space.

2.3 Deep Learning for Natural Language Processing

2.3.1 Overview of the Field

Natural Language Processing (NLP) is a subfield of computer science, artificial intel-
ligence and linguistics, concerned with the interactions between computers and human
(natural) languages. NLP deals with extracting meaningful information from natural lan-
guage input and producing natural language output. It analyzes human language based
on semantics and employs various parsing techniques to achieve that. Analysis of lan-
guage has as purpose the production of meaningful representations, while generation

aims to produce (language) text from a representation. NLP deals not only with written
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language, but also spoken language, for example speech recognition is considered an NLP

problem.

The roots of NLP can be traced back to the 1950s. In 1950, Alan Turing published
the article "Computing Machinery and Intelligence", which proposed as a criterion of in-
telligence a task that involves the automated interpretation and generation of natural
language, today known as Turing test. This started the so called Symbolic NLP phase,
which lasted until the early 1990’s. The idea of Symbolic NLP can be summarized in the
Chinese room experiment®, a hypothetical setting devised by John Searle. Given a collec-
tion of rules (for example a Chinese phrasebook, with questions and matching answers),
the computer emulates natural language understanding (and other tasks) by applying those
rules to the data it is confronted with. This means that a computer has no meaningful
representations of words or other notions. Instead, its understanding or generation of
answers is emulated, by following a set of carefully crafted (hard-coded) rules.

The next phase is called Statistical NLP and it was a big step towards achieving
something that resembles understanding of language. With the introduction of machine
learning algorithms, a revolution started in the field of NLP. Statistical NLP, instead of
focusing on grammar or other rules, focused on existing language data. This approach is
statistical and inductive in nature. Instead of using rules, a computer could use statistical
inference to automatically learn such rules through the analysis of large corpora of typical
real-world examples.

The current phase of NLP is called by many Neural NLP, because of the usage of
neural networks and deep learning instead of traditional ML methods, like in other related
fields. It started in the 2010’s, with the widespread usage of representation learning
based methods and currently achieves state-of-the-art results. The paradigm has not
changed significantly, patterns are inferred from language text, but there is no need
for elaborate feature engineering, since meaningful representations of words are inferred
directly from data. This led to many tasks that were previously solved as a chain of
different subtasks to be solved directly, in an end-to-end manner. For instance, the term
"neural machine translation" (NMT) emphasizes the fact that neural NLP directly learns
sequence-to-sequence transformations, obviating the need for intermediate steps such as
word alignment and language modeling that were used in statistical machine translation
(SMT).

2.3.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are a type of artificial neural networks in which
the connections between nodes form a directed graph along a temporal sequence. Un-
like feedforward neural networks, that operate under the assumption that all training
instances are independent, RNNs produce their output taking into account previously
presented information. This allows them to exhibit temporal dynamic behavior and for

this reason RNNs are used to model sequential data (for example text or audio). The term

5https ://en.wikipedia.org/wiki/Chinese_room
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"recurrent” refers to the way they process a sequence, performing the same task for every
element. The basic idea of RNNs is to infer the temporal dynamics of the data sequence
by keeping an internal state, also known as hidden layer (or state), which they update on

each time-step, for each token of the sequence.

’7‘ ht ]7‘ ht“ ]—v’

@@@
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Figure 2.11: An RNN looping through time (left) and the same network unfolded over time
(right). (Source: Wikipedia)

An RNN is essentialy a very simple network. At each timestep ¢, it receives an input
vector x; and a hidden state from the previous timestep h;_; and produces a new hidden
state h; and an output o;. The hidden state at each timestep is updated based on the
previous hidden state and the input vector, while the output depends on the current
hidden state. To better visualize this, we can "unfold" the model over time, as in Figure
2.11. Then we can see it as multiple copies of the same network, each passing hidden
state information to its successor. The hidden state h; and the output o; for each timestep

t are computed as:

hi = fu(Vihe—1 + Unx; + bp)
ot = fo(Woht + by)

(2.24)

where f,, bp, and f,, b, are activation functions and biases for the hidden state and
the output respectively, while Uy, Vi, and W, are learnable weight matrices. One major
advantage of RNNs is that they can process sequences of arbitrary lengths, wnd while
doing that the size of the model remains the same, since the same weights are applied at

each timestep.
Some basic modifications of this architecture are the following:

Deep RNNs are simply created by stacking multiple RNNs on top of each other, with the
output of each layer being the input to the next one. The inspiration for this was the
rise of deep neural networks, and the intuition behind it is that a deep RNN can capture

better the hierarchy present in the input sequences.

Bidirectional RNNs were developed to tackle a drawback in the simple RNN architecture.

The simple architecture conditions only on previous input tokens to predict the current
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output. This is enough (or even necessary) for some tasks, but insufficient for others,
such as encoding a sentence. It is possible to use the context of the whole sequence,
not just the previous tokens, by adding an RNN that reads backwards. A combination of
a forward and backward RNN is called bidirectional. At each timestep it maintains two
hidden states, one (ﬁ) for the left-to-right and another (E) for the right-to-left propaga-

tion. These are then concatenated into h; to compute the output o; at the current timestep.

RNNs have a very basic problem, that appears when dealing with long sequences.
In order to train the network, the gradient of the loss needs to be propagated not only
through the depth of the model but also through previous timesteps (backpropagation
through time). A common issue is that these long-term dependencies cause the gradients
to become either very large (explode) or very small (vanish). This makes learning very hard
and the model prone to degeneration. To mitigate this issue, two popular architectures

were proposed which we will shortly present below.

Long Short-Term Memory

Long Short-Term Memory (LSTM) [35] is a type of recurrent neural network that ad-
dresses the vanishing gradient problem in RNNs through additional cell states and gates.
LSTMs are able to effectively learn long-term dependencies and have largely replaces the
simple RNN architecture. Intuitively, they solve the vanishing gradient problem through
additional additive components, and forget gate activations, that allow the gradients to

flow through the network without vanishing as quickly.
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Figure 2.12: The architecture of an LSTM unit. (Source: Wikipedia)

The internal architecture of an LSTM unit (cell) is depicted in Figure 2.12. We will

shortly describe the additional components and their function. An LSTM cell contains:

e A forget gate (f;), which controls which information will be be discarded from the
cell state. The current input x; and the previous hidden state h;; pass through a
sigmoid activation, in order to scale the values between O and 1. Values closer to O

will be forgotten, while values closer to 1 will be kept in the cell state.
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¢ An input gate (i;), which controls which values of the input are important and will

be used to the new cell state.

e An output gate (o), which controls how much information of the cell should be
passed to the output and hidden state, based on the current input and previous
hidden state.

e A memory cell (¢;), which is updated based on past information and the current
input. The forget gate and the input gate filter the past and new information, before

it enters the memory cell.

e A hidden state (h;), which is used to encode all the past information of the sequence.

To formulate the function of and LSTM unit and better show how the above compo-

nents interact, we show how to compute the above for the timestep t:

ﬁ = O'(Wth + Ufht_l + bf)
it = o(Wix; + Uihy_1 + by)
o = o(Wox; + Ushi—1 + by)

(2.25)
Gt = tanh(cht + U.hi_1 + bc)

Ct =ﬁ®Ct_1 +i; O Et
hy = o; © tanh(cy)

where W and U are the weight matrices to be learned (different for f, i, o and ¢) and

© denotes the element-wise product between vectors (Hadamard product).

Gated Recurrent Units

Gated Recurrent Units (GRU) were introduced in [16] and are a variant of the original
LSTM architecture. It actually has fewer parameters than an LSTM, since it omits the
output gate and the cell state, but has an equivalent performance on most tasks. GRUs
effectively solve the vanishing gradient problem using update and reset gates, which
decide what information should pass to the output.

The update gate z; acts like the input and forget gates of the LSTM. It is responsible
for determining what percentage of htl should be propagated to the next timestep. On
the other hand, the reset gate r; determines how much of the past information should
the model forget. The inner architecture of a GRU unit can be seen in Figure 2.13 and

the equations that describe its function are:

z; = o(Wyx¢ + Uzhi—1 + by)

re = o(Wrx¢ + Urhy_1 + by)

) (2.26)
h; = tanh(Wyx; + Un(r © hy—1) + bp)

hy = (1 _Zt)th—l +Zt®flt

where W and U are learnable weight matrices (for z, r and h).
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Figure 2.13: The architecture of a GRU unit. (Source: Wikipedia)

2.3.3 Sequence-to-Sequence Modelling

Sequence-to-sequence (seq2seq) is a family of machine learning approaches used in
NLP and other fields. It deals with the task of generating an output sequence given an
input sequence, when the two sequences have different lengths and not an explicit one-
to-one correspondence. For example, one very typical task that is solved using a seq2seq
approach, is Neural Machine Translation (NMT). Other tasks that are solved in a similar
manner are Document Summarization, Conversational Models and Image Captioning, to
name a few.

Since the two sequences do not have the same structure, using simply a sequen-
tial architecture, like the RNN we described above, is not sufficient. To deal with this,
the seq2seq architecture was introduced [84]. Seq2seq is based on an Encoder-Decoder
framework. The encoder encodes the input sequence into a hidden (contextualized) rep-
resentation, while the decoder takes this representation as input to generate the final
output. In the original implementation, RNNs (specifically deep LSTMs) are used as the
encoder and the decoder, while the encoded representation is a vector of fixed dimension-
ality.

If we denote the input sequence as xi, ..., x,, the output sequence as y, ..., yn and
the fixed size vector as c (context vector), we can formally express the task of generating

the output sequence given the input, by the conditional probability:

m
P(yi,....ym|x1.....x0) = | | P(yi |l c.y1.....Yi-1) (2.27)
i=1

In more detail, the encoder RNN processes the input sequence one token at a time
and the final hidden state is used as the context vector c. Then, the hidden state of
the decoder RNN is initialized with c. The first input to the decoder is a special token
called <bos> (beginning of sequence) and the next inputs are the outputs of the previous
timestep. Another technique that is used during training, called teacher forcing, uses
the target sequence tokens as input instead of the predicted output and it usually leads

to faster convergence. During inference (or test time) the first technique is used, since
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there is no ground truth.
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Figure 2.14: The encoder-decoder framework. The RNN units are unfolded over time.
(Source: Github)

While this approach is very helpful when solving tasks without making assumptions on
the sequence structure, it has a major drawback. The input can only be accessed through
the context vector. Encoding a sequence of arbitrary length into a fixed-size representation
creates an information bottleneck. Also, when dealing with long sequences, information

in the beginning can be significantly forgotten by the time the last token is processed.

2.3.4 The Attention Mechanism

The attention mechanism was introduced in [2] for the task of Neural Machine Trans-
lation. It improves the performance of the aforementioned encoder-decoder architecture,
by solving the bottleneck problem that arises when using a fixed size context vector. In-
stead of discarding the intermediate hidden states of the encoder and using its final state
as the context vector, the attention mechanism develops a dynamic context vector by
combining all the encoder hidden states. This also creates shortcuts between the context
vector and the entire source input, which solves the problem of forgetting too. Attention
can be interpreted as the ability to focus on relevant tokens of the input by computing
weights of importance for their representations. This addition made the NMT approach
competitive with previous methods such as statistical MT. Since then, it is widely used in
most state-of-the-art architectures, not limited to NLP.

Formally, we have an input sequence xi, ..., x, and an output sequence y,..., Yn.
The encoder is a bidirectional RNN with hidden state h; (the concatenation of H; and h<_t] at
timestep i and the decoder is a unidirectional RNN with hidden state s; = f(S¢1, Y¢-1, Ct)

at timestep t. The context vector ¢; now is dynamic and is given by the following equation:

n
ct = Z azih; (2.28)
-1

The weight a;; refers to the pair (x;, y¢) and is a measure of how well they match. It is

computed by:
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X;

Figure 2.15: The attention mechanism of the original paper. (Source:[2])

ai; = softmax(e;;) = :XPA (2.29)
=1 exp(eg)
where

ey = score(s¢-1, hy)

is the score function that measures the alignment. There are many choices for an
alignment score function. In the original paper the score function is implemented by a
feedforward neural network with a single hidden layer. This network is jointly trained

with the rest of the model. In this case, using a tanh activation function, the score is:

score(st, h;) = VZ tanh(Wq[ss; hi]) (2.30)

where v, and W, are learned weight matrices. This type of attention mechanism
is called additive attention. An overview of alternative attention mechanisms and the

corresponding score function can be found in Table 2.1.

’ Name ‘ Score Function ‘ Introduced In ‘
Content-base attention score(st, h;) = cosine[s;, h;] [28]
Additive score(s¢, h;) = v/, tanh(Wq[s¢; hi]) 2]
Location-Based ay; = softmax(Wgs;) [49]
General score(s¢, hy) = s{ Wqh; [49]
Dot-Product score(s;, hy) = s{ h; [49]
Scaled Dot-Product score(st, h;) = ng:‘ [86]

Table 2.1: A summary table of popular attention mechanisms in chronological order

2.3.5 Transformer

The Transformer is a deep neural network architecture introduced in [86], providing a
seq2seq approach to the task of NMT. Inspired by the success of the attention mechanism

and trying to combat the slow training speeds enforced by the sequential nature of recur-



2.3 Deep Learning for Natural Language Processing

rent networks, the Transformer relies only on attention and so is able to process data in
parallel. This makes it much faster than any sequential architecture, while it performs

much better.

The Transformer is an encoder-decoder architecture. The encoder and the decoder
consist of N stacked layers, where the output of each layer is the input to the next. The
layers are identical, with different weights. Each encoder layer consists of a self-attention
and a fully connected feedforward sublayer interleaved by a residual connection and layer
normalization. The decoder has the same structure, with the addition of a cross-attention
sublayer between the self-attention and the feed-forward. The self-attention sublayer is
capable of creating a contextualized representation of the sequence, by analyzing the
dependency between tokens of the sequence. The cross-attention sublayer is responsible
for analyzing the dependency between the input and the output sequences. It should be
noted that the self-attention in the encoder is "bidirectional”, while the self-attention of
the decoder is "unidirectional". This is implemented by using triangular masking and its
intention is to avoid attending to future tokens of the sequence, which has adverse effects
when predicting the current token. The cross-attention sublayer of each decoder layer is
conditioned by the last layer output of the encoder. The ouput of the last decoder layer is

finally converted to token probabilities, using a linear transformation and a softmax.
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Figure 2.16: The Transformer Encoder-Decoder Architecture. (Source: [86])

The Feed Forward sublayer is fully connected and has a hidden layer with dimensionality
dg (usually dy = 4dmodel). It can be thought of as two linear transformations with a

non-linearity in between (ReLU in the original paper) applied to each position separately
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and identically:

FFN(x) = max(0, xW; + b;)Ws + by (2.31)

W) and W5 are weight matrices learned by the model. This step performs an important
non-linear transformation, which creates a new representation based on the previous at-
tention sublayers. While experimentally it has been proven very helpful, its exact function

is still being researched [25].

Positional Encodings are used to give a sense of order in the sequences, since the Trans-
former is not a sequential architecture. They are ultimately a mapping of the sequence
index to a vector. In the original paper, sinusoidal functions of different frequencies were
used (fixed embedding), while a popular variation is using simple learned embeddings

based on the index.

Scaled Dot-Product Attention is the backbone of the Transformer. We will first describe
how it is applied in cross-attention and then we will show how it can be used for self-

attention too.

Scaled Dot-Product Attention Multi-Head Attention

L 1
Scaled Dot-Product "
Attention

Mask (opt.)

Linear Linear Linear

Figure 2.17: Schematics of Scaled Dot-Product Attention (left) and Multi-Head Attention
with h attention heads (right). (Source: [S86])

We can think of the attention function as mapping a query and a set of key-value pairs
to an output. The output is computed as a weighted sum of the values, where the weight
of each value is computed by a compatibility (score) function between the query and the
corresponding key (similar to Subsection 2.3.4). At first, the key K and value V matrices
are created from the input and the query @ matrix is created from the output. They are

computed by multiplying them with learned weight matrices. The output is computed as:

T

K
Attention(Q, K, V) = softmax(Q

V.

scaling factor avoids too large inputs to

N% (2.32)

1
Vi
the softmax, which lead to extremely small gradients.

where dj is the dimension of keys. The
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Instead of performing the above attention function once, the d-dimensional queries,
keys and values are projected with h different, learned, linear projections to dimensions
dg, dic and d,. The attention function is applied h times in parallel and then combined.
Each application of the attention function is an attention head, while this method is called
Multi-Head Attention. Formally, given the weight matrices W& € R, WK € RIxdk,
WY € R&d WO e RhdoXd the multi-head attention is given by:

MultiHead(Q, K, V) = [head;; .. .;head;]W° 2.33)
head; = Attention(QWZ, KWX, vw) '
In the original paper, h = 8 and dg = di = d, = d/h = 64. All the above weight matrices

are learned by the model.

Note that, in cross-attention, K and V come from the last layer of the encoder and Q comes
from the previous decoder layer, while in self-attention, simply all three matrices come

from the same part (encoder or decoder).

Transformer Variants

Since its appearance, the Transformer has revolutionized the wider field of Natural
Language Processing and became the state-of-the-art architecture for many NLP tasks.
It has even been used with great success for image and speech. Many variations of the
original architecture exist for seq2seq modelling, but it is worth mentioning a line of
research that keeps only one of the two parts (encoder or decoder) and trains them with
a semi-supervised objective.

The first approach keeps only the encoder part to create a language representation
model. The most successful work in this direction is BERT [21]. Its basic idea is that
by pretraining a bidirectional encoder on unlabeled data, meaningful representations can
be derived, which can later be used (with a little finetuning and some extra layers) on
downstream tasks, such as question answering or summarization. The task of masked
language modelling (hiding a word and predicting it based on context) and next sentence
prediction were devised to pretrain the model. The success of BERT led to many similar
models being developed (it even created a field of study called BERTology). Also, pretrain-
ing large language models on huge corpora of data (usually by large companies) and then
making their weights publicly available, to be finetuned on specific tasks became the new
paradigm.

Another line of work is focused on language models for text generation (unidirectional
or causal). The most successful work has been the GPT-x (x € {1, 2, 3}) architecture [68]
[69] [9]. All three models are quite similar, with an increasing number of parameters,
larger training datasets and few enhancements. In contrast to BERT, GPT keeps the
decoder part of the model, which is trained on the task of predicting a token based on the
previous tokens of the sequence. It uses masked self-attention like the original decoder.
Pretrained models on huge language corpora are made publicly available, following the

paradigm of BERT. GPT is usually finetuned to generate text with specific attributes, like
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poetry or movie reviews (domain adaptation). It can also be finetuned for other tasks such
as translation or question answering, with or without adding extra parts to the model. It
is considered by many as a general-purpose learner and the latest models can generate

text indistinguishable from text written by humans.

2.4 Overcoming Memory Constraints

2.4.1 The Pursuit for Efficient Attention

One major drawback of the attention mechanism is that it is inefficient for long se-
quences. Suppose we have a sequence of L tokens and the dimension of the Transformer
model is d. Also, the dimensions of matrices Q, Kand V are L X d (in the simple case). To
compute the attention matrix given by the Equation 2.32, we have to compute the QK"
matrix, which is of size L X L. So, the memory usage and time complexity of the Trans-
former scales quadratically with L making it unfeasible to use it for sequences longer than
1024 tokens, practically. Notice, that this multiplication has to be computed because of
the softmax, otherwise we could make the K"V multiplication first, which is of size d X d.

Recently, many solutions have been many proposed to address the above drawback.
Most solutions make assumptions about the attention matrix to reduce complexity. In-
stead of regular dense attention, [15] uses sparse attention with O(L \/E) complexity, [42]
uses locality-sensitive hashing to group together tokens with similar embeddings and
reduces complexity to O(L - log L) and [39] substitutes softmax with low-rank kernels to

achieve O(L) complexity.

2.4.2 Performer - FAVOR+ Attention

Performer [17] is a very recent architecture that manages to achieve linear complexity
by accurately estimating full-rank softmax attention, without relying on any priors or
changing the attention mechanism, like previous approaches. This is succeeded by using
a novel approach called Fast Attention Via positive Orthogonal Random features (FAVOR+),
which provably can be used to make a robust and unbiased estimation of attention.

To formally show how this is possible, we can rewrite Equation 2.32 as:

T

Att(Q.K, V) =D'AV, A= exp(%), D = diag(Aly). (2.34)

Vi

with exp() applied elementwise, 1; being an all-ones vector of length L and diag() a
diagonal matrix with the input vector as the diagonal.

Matrix A is of the form A(i.j) = K(q/, kJ.T), qi being the i query and k; being the
j™ key row and K the kernel: K(x,y) = E[¢(x)" ¢(y)]. By using the positive orthogonal
random features mapping ¢(), we have @ and K’ with rows given as ¢(q)" as and
@(k! )" respectively. Now matrix A does not have to be computed and by reordering the

computations, linear complexity on L is achieved, as shown in:

AtHQ.K, V) =D (Q((K)TV)), D= diag(@ (K) 1). (2.35)
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Figure 2.18: The Performer Architecture - approximation via random features to avoid
computation of A (source: [17])

The authors show experimentally that the Performer achieves similar results to the
original Transformer architecture, using the same hyperparameters. Also, it is shown
that loading the weights of a pretrained Transformer model to this new architecture is
possible, but a small finetuning is necessary to recover the original accuracy. Finally,
redrawing the random features periodically is crucial to get a good approximation of the

attention mechanism.

2.4.3 Reversible Layers

Reversible layers were introduced in [26] and they focus on reducing the memory
consumption of deep neural networks. They are heavily inspired by deep residual net-
works and provide a simple but clever method to minimize the memory requirements for
activation storage.

When using gradient descent (or other optimization algorithms) to train a model with
N layers, the activations of all layers are saved to be used in the backward pass. With
reversible layers, one needs only the last activations, which can be used to recover the
activations of all previous layers, during back-propagation.

To achieve this, a reversible layer uses pairs of inputs (x;, x») and outputs (y;, y2) and

two residual functions ¥, G. The outputs, during the forward pass, can be computed as:

Y1 = x1 + F(x2), Yo = X9 + G(y1) (2.36)

This way a layer can be reversed simply by subtracting the residual functions. The inputs

of the layer, during the backward pass, can be computed as:
xi=y1-F ). x=y2-GU) (2.37)

A very straightforward way to apply this idea to the Transformer has been introduced
and used with great success in the Reformer architecture [42], along with other mecha-
nism to reduce memory usage. The basic idea is to create a reversible block (as described
above) that contains one attention sublayer as the ¥ function and one feedforward sub-

layer as the G function. Now, the activations for only one out of the N Transformer layers



Chapter 2. Background

X, —&

,@9 ‘R @2: :
4‘@_ > Y, (b)X1ﬁ — Y,

Figure 2.19: The forward (a) and reverse (b) computations on a reversible block (Source:
[26])
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have to be stored.

2.5 On Symbolic Music and Vocal Melody Generation

2.5.1 Symbolic Music - MIDI

Symbolic music refers to a notation-based representation of music, which contains
information about a music piece (such as pitches, rhythm, instruments and more), but
no audio. The two most common symbolic music (digital) formats are (a) digital score and
(b) MIDI.

A digital score is similar to an analog score (or sheet). Scores with various musical
notations have been developed over the years (traced back to 2000 BC), while the modern
staff notation, which we are all familiar with, took its final form around the 19th century
and got digitised in the 1990’s. The score format imposes a certain structure. A music
piece is divided into bars (or measures). A bar is a segment of time corresponding to
a specific number of beats. Notes are represented by their pitch and their duration
which corresponds to a note value, which is a fractional power of two. Rests are denoted
similarly. Without analyzing sheet music further, one can understand that it has a certain
structure and it is useful mostly for musicians.

MIDI on the other hand, is closer to an event log of all notes played by all instruments,
than to a hierarchical structured representation of a score. MIDI stands for Musical
Instrument Digital Interface and is a protocol that allows computers, musical instruments
and other devices to communicate.

A single MIDI link can carry up to sixteen channels of information, different digital
instruments for example. The basic element of MIDI is the event message. These are data
that specify instructions, like a note onset with its pitch and velocity (loudness) or clock
signals (which set tempo) and more. When a musician plays a MIDI instrument, all of
the key presses, knob turns and other actions are converted into MIDI data. These data
can also be stored to files and the original song that was played can be reconstructed
from them. Early mobile phones used MIDI files as ringtones, because of their small size.
MIDI files can also be annotated with other metadata events, such as lyrics. Today, MIDI
files are used widely and some that contain synchronized lyrics are used for karaoke and
related videogames.

Since a MIDI file is just binary data, a common way to visualize it is the piano roll

representation, a two dimensional representation, with the horizontal axis denoting time
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and the vertical being the note range. An example can be seen in Figure 2.20.
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Figure 2.20: The piano roll representation of a MIDI file (Source: songaweek)

2.5.2 Music Theory

We will shortly present some concepts from music theory that we use in the next

chapters.

Notes can represent the pitch and duration of a sound in musical notation. A note can
be represented by a letter (A to G), an optional accidental symbol (i or b) and a subscript
number (O to 10) denoting the octave. A, is the standard tuning pitch and is equal to 440

Hz. An octave contains 12 tones, or steps. All 12 tones can be seen in Figure 2.21.
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Figure 2.21: The chromatic 12-tone chromatic scale built on C4, with corresponding fre-
quencies. (Source: Wikipedia)

Enharmonics or enharmonic equivalents are equivalent notes that have different "spellings".
For example Ef and F correspond to the same pitch, but they are spelled differently. While
a specific spelling is commonly used, there are contexts in which another spelling is pre-

ferred.

Chords are (harmonic) sets of notes that are played simultaneously. Chords can be sym-

bolized by simply enumerating the containing notes. For example, C E G (we will not use


http://www.charliemccarron.com/songaweek/2011/09/week-3-pat-boerner-something-to-say/
https://en.wikipedia.org/wiki/Musical_note
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the octave). Another notation that is used in popular music is using a letter indicating
the root note, a symbol indicating the quality and optional additional symbols for more
complex chords. Chord qualities are the qualities of the note intervals and they can be
major, minor, augmented, (half-)diminished and dominant. In our example our chord

can be written as C or Cy,; (major).

Scales (or keys) are sets of notes ordered by pitch. A specific scale is defined by its char-
acteristic interval pattern (like chord qualities) and by a note, known as its first degree
(or tonic). For example, C major indicates a major scale with a C tonic. Most common
modern Western scales consist of 7 notes (per octave). Each note is called a degree of the
scale. Each scale contains specific accidentals, which are called the key signature. Most
contemporary popular music is written in one scale, meaning that chords that consist of
notes of that scale are used. Sometimes the scale can change mid-song. This key or tonal

change is called modulation.

Roman Numerals is another representation of chords. They are commonly used in har-
monic analysis to denote the scale degree on which the chord is built on. Roman numerals
(I, 1L, III, IV, ...), can denote scale degrees themselves. More commonly, however, they
represent the chord whose root note is that scale degree. For instance, III denotes either
the third scale degree or, more commonly, the chord built on it. Typically, uppercase
Roman numerals (such as I, IV, V) are used to represent major chords, while lowercase
in the key (scale) of C major, the chord E G B or E,,, is represented as iii (lowercase), since
it is the third degree of the scale and minor, while the chord F A C or Fy,;; is represented
as IV (uppercase), since it is the fourth degree of the scale and major. Roman numerals
are sometimes complemented by numbers to denote inversion (different note ordering) of
the chords. The musical analysis process that creates this representation for a chord is

called Roman Numeral Analysis. A more thorough example can be found in Figure 2.22.

™

C: vi® ii N I

Figure 2.22: The chord progression vi-ii-V-I in the key of C major, in standard notation
Am — Dy — Gigj — Cingj. (Source: Wikipedia)

2.5.3 Symbolic Music Generation

Music generation is by no means a new area of interest among computer scientists
and artists, with the first example being the Illiac Suite [32] in the late 1950’s, utilising
generative grammars and Markov chains. Similar methods based on knowledge and rule-
based approaches were popular the following years, with the first use of Artificial Neural
Networks [46] in the late 80’s setting the paradigm until today. Music generation would

mostly be thought of as a sequence modelling task, with recurrent architectures applied
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to various symbolic representations.

Another line of work would create representations directly from spectograms and
waveforms, following the rise of deep features in the wider field of audio and music pro-
cessing with the most notable examples being SampleRNN [55] and Jukebox [22].

We will now mention some notable works in the field of symbolic music generation.
MidiNet [91] uses convolutional GANs [27] to generates monophonic MIDI melodies of fixed
length by dividing each bar to fixed timesteps in a piano roll representation. Another pop-
ular approach that creates a text event represenation of MIDI events (inspiration for our
approach) is used in PerformanceRNN [82] , Music Transformer [36] and MuseNet [64]
with great success on expressivity. A MIDI file is namely completely represented by a text
sequence. MuseGAN [23] uses a GAN-based model for multi-track sequence generation
on piano-roll format extracted from MIDI and MusicVAE [74] employs a hierarchical Vari-
ational Autoencoder model [41] to generate multi-track sequences, controllable through

latent space manipulation.

2.5.4 Conditional Vocal Melody Generation

Conditional Vocal Melody Generation is the task of generating a monophonic melody
to match a predefined lyrics text. In [4] the concatenation of syllable and word lyrics em-
beddings and a context window of the melody are encoded by two separate GRU encoders
and together condition a melody multi-layer decoder that explicitly outputs a note, its du-
ration and alignment information for each lyric syllable. [52] takes a similar approach. A
skip-gram model [57] is used to get word and syllable embeddings that are combined and
used as input for an LSTM encoder that uses a context vector to attend to three separate
decoders, for note, duration and rest. By connecting the encoder’s hidden vectors to a
language model head it is possible to also generate lyrics.

Another work [94] uses an LSTM that takes as input lyrics embeddings and noise
vectors to generate MIDI sequences in the above format, that are provided to another LSTM
together with the original text embeddings and are classified as real or fake if they match
the training distribution, functioning as a GAN. Lastly, [92] applies mutual information

maximization to a standard encoder-decoder LSTM architecture with attention.

2.6 On Conditional Lyrics Generation

An area of focus regarding lyrics generation is replicating the lyrical structure and
content of a specific genre or music style. For example in [60] a Transformer-based
denoising autoencoder architecture is used to create rap lyrics from given content words,
achieving rhyming by choosing words with large vowel overlap to end each line, while [73]
generates parody lyrics that adhere to the original song syllable and rhyming constraints
with suitable token masking. In [87] and [88] an LSTM Variational Autoencoder(VAE) is
used to create latent representations of lyrics, which are used together with embeddings
extracted from audio in order to condition lyrics generation on a specific music style.

Another area, more relevant to our work is the modelling and temporal conditioning
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of lyrics to a specific vocal melody in the symbolic domain. An encoder-decoder LSTM
architecture is used in [50], where only the rhythmic quality of the melody is taken
into account. In [89] conditioning is done by concatenating each lyric syllable to the
corresponding melody note and its local window, before feeding it as input to an LSTM
language model. Finally, [14] utilizes Sequence Generative Adversarial Networks [93], an
architecture that overcomes the discrete sequence generator differentiation problem with

gradient policy update, trained on pairs of lyrics lines and their corresponding melody.

2.7 Singing Voice Synthesis

Singing voice synthesis is the task of generating audio for specific melody and lyrics.
Note that while our work deals with symbolic representations and not audio synthesis,
we employ a singing voice synthesis model to generate audio for our results, which we
use in the qualitative evaluation study. We will shortly discuss some approaches to this
task.

Singing voice synthesis is closely related to the more general task of speech synthesis
(or Text-to-Speech) and so has gained more attention, with the very first attempt tak-
ing place in 1961 at Bell Labs®. A very successful (commercial) application of singing
voice synthesis is the VOCALOID”. Its core mechanism is concatenative synthesis in the
frequency domain, using short professionaly recorded samples. Another popular com-
mercial system is Sinsy®, which uses mostly Hidden Markov models.

Similar to other NLP tasks, voice synthesis used to be comprised of many com-
ponents, such as text analysis, phoneme analysis, intonation and others, while lately
there has been a shift towards more end-to-end approaches, that directly generate mel-
spectrograms or even waveforms. DeepSinger [72] is a multi-lingual model based on
the Transformer architecture that generates spectrograms which are converted to wave-
forms with the Griffin-Lim algorithmg. Another model, called WGANSIng [11] uses a
Wasserstein-GAN [1] that works on vocoder (and other) features.

We decide to use an architecture called Mellotron [85], since we find it to perform
very well among the alternatives and a pretrained model is publicly available. Mellotron
is a multi-speaker voice synthesis model, that is based on the Tacotron 2 architecture
[81], a recurrent seq2seq feature prediction network that maps character embeddings
to mel-scale spectrograms. Unlike other methods, Mellotron is trained only with read
speech data without alignments between text and audio. Nevertheless, it manages to
generate singing mel-spectrograms, by explicitly conditioning on rhythm and continuous
pitch contours from an audio signal or music score. The mel-spectrograms are finally
converted into audio, using WaveGlow [65], a flow-based network for audio synthesis.

We are able to use Mellotron as the final part of our pipeline, by reformatting our

generated output into a suitable format.

6https://www.historyofinformation.com/detail.php?entryid=4445
7https://www.upf.edu/web/mtg/news/—/asset,publisher/WM181VyAinW/content/id/231857712/
8http://www.sinsy.jp/

9https://paperswithcode.com/method/griffin-lim-algorithm
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Chapter B

Building our Dataset

In this Chapter we analyze the Lakh MIDI Dataset that constitutes the basis of our
dataset. We present the decisions and the steps we took to make the irregular and
arbitrarily lyrics annotations well structured and formulated for our task. We talk about
the tools we used and the way we applied music theory and music analysis to reshape
our data in a more compact and meaningful format. Lastly, we demonstrate our strategy
to separate lyrics and melody and the data we collected to finetune a pretrained language

model on lyrics.

3.1 The Lakh MIDI Dataset

The core of our dataset is the Lakh MIDI Dataset (LMD) [70]. LMD is a collection of
176, 581 unique MIDI files, scraped from various publicly-available online sources and its
main goal is to facilitate large-scale music information retrieval. It is the largest dataset of
symbolic music that is publicly available. A subset of 45, 129 files have been automatically
matched to entries in the Million Song Dataset (MSD) [8] and small excerpts (around 30
seconds or more) of them have also been automatically aligned to available audio previews
(linked to the MSD). The Million Song Dataset is a freely-available collection of audio
features and metadata for a million contemporary popular music tracks. The matching
and alignment of the files was done using a Dynamic Time Warping [6] based algorithm
and for each match there a confidence score shows how probable it is that the result is

correct.

To make sure we don’t include any duplicate songs, which is unfortunately common
and creates an imbalance in our data, we used the subset of MIDI files that were matched
to the MSD and included only one MIDI file for each entry. We chose the ones with the
highest confidence scores among all others that were valid for our task, meaning those

that include lyrics and comply with other constraints that we discuss later.
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3.2 Shaping the Dataset for our Task

3.2.1 Drawbacks of the Existing Dataset

The above dataset is not oriented towards analysis or processing of vocal melody and
lyrics. For this reason many files don'’t include vocal melody at all, or if they include one
it is sometimes considered as another instrument without synchronized lyrics included.
Another issue is that in MIDI files the notion of annotating a specific channel/instrument
as vocals does not exist and lyrics are included as metadata of the whole song. Also, for
the files that do contain lyrics, there is no consistent annotation. The files are uploaded
by different users. For example, some of the files that include lyrics are used for karaoke
or relevant video games, where vocals are important, and others are transcribed or used
by singers and musicians.

This high irregularity of the annotations mostly affects lyrics and it can lead to the
following: (a) different sentence and verse separators or special characters, (b) some
lyrics to be included as MIDI lyrics events, while others were included as text events
(usually reserved for metadata such as copyrights or artist name) and most importantly
(c) inconsistency in the way the lyrics were partitioned in order to correspond to notes.
To give some examples of the latter, the phrase hello world could be split into hell-o-world
or hel-lo-wo-rld or the whole phrase could correspond to just one note. This depends not
only on the annotator, but on the way it is sung too. This not desired, since it increases

our token vocabulary size and restricts us on training and on generation.

3.2.2 Creating a more Standardized Dataset

For the above reasons, we applied the following preprocessing steps to get a more

structured dataset, making it suitable for our task:

1

e Language detection software - was used to keep only English lyrics.

e Lyrics events that were misplaced or mixed with text events had to be reordered,

based on their timing information.

e Many tracks denoted line or part boundaries differently, so we used a strict multiline
format (for example substituting full stops with new lines). The only characters we
keep are:

— letters

- single spaces

- single and double new lines
— commas

— apostrophes

- hyphens

1https ://github.com/aboSamoor/polyglot
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3.2 Shaping the Dataset for our Task

e MIDI files don’t include instrument to lyrics mapping. Sometimes, the synchroniza-
tion is not absolute, so we assigned each lyric to the closest note, given a threshold,

and chose the instrument with the most matches.
e Tracks with less than 50 lyrics syllables were not used.
e We restrict all notes in the piano octave range.

e All instruments are grouped to 8 instrument classes: Piano, Guitar, Bass, Strings,
Wind, Synth, Drums, Effects

As we mentioned above, the division of lyrics to singing notes can vary, depending on
the singer or the annotator. Sometimes more than one syllables or even words correspond
to one music note, while one syllable is possible to belong to more than one notes. To
make this division consistent and reversible at inference time we enforce a strict syllabified

format:

e We do grapheme-to-phoneme conversion, using Phonetisaurus [62] and the CMU

pronouncing dictionary [29]
e We split words to syllables, each containing one vowel

e If a note corresponds to n >1 syllables we divide it to n equal duration notes of the

same pitch

e If a syllable spans n >1 notes we match it to the first note and assign the nextn - 1

notes to a special symbol

3.2.3 Text Event Format

After the above process we are left with 8505 MIDI tracks.

wait time event note on event

‘W_2000’,'W_84'", 'GUITAR_ON_54', 'BASS_ON_42','DRUMS_ON_35',
'DRUMS_ON_51', 'W_4', 'DRUMS_OFF_35', 'DRUMS_OFF_51','W_4",
'GUITAR_OFF_54', 'W_34', 'BASS_OFF_42'

note off event
Figure 3.1: Instrumental Text Events

We further analyze them and create text event sequences for the instrumental and the
vocal part. We use the extracted phonemes instead of word syllables to make the size of
the token vocabulary smaller and also account for rhyming, since words or syllables that
are spelled different can contain the same phonemes. We use MIDI ticks to denote time
and MIDI pitches for notes (C4 being MIDI pitch 60). The format of these text events is



Chapter 3. Building our Dataset

co new line tton sold

new word

'KAA1T, 'ON_72

'ON_72‘,T'W_300', ' OFF_',"W_220%

KAHO T', 'ON_72*W_245’,
' OFF_',I'_R_','ON_70','"W_150", *_OFF™
a \ in ma rket

extension
Figure 3.2: Vocal Text Events (phonemes) corresponding to the lyrics:

cotton
sold in a marke(-e)t

analyzed below.

For both sequences we have the following events:

e wait time events measure time passing in MIDI ticks, they can mean rest if no note
is being played or duration of current note and makes it easy to model polyphonic

music. Largest value is 2000, so longer events are represented by adding waits.
e note on events signify that a note of this MIDI pitch (C4 = 60) starts.
¢ note off events signify that a note of this MIDI pitch ends.
For instrumental sequences (Figure 3.1):

e The instrument class name is appended to the corresponding note on event. We

have 8 instrument classes in total.
For vocal sequences (Figure 3.2):

e syllable/phoneme events signify the lyric syllable that belongs to the following

note
e extension events are used when a syllable is sung in two or more notes

e boundary events are used for providing structure information and making it pos-

sible to recreate the original text and include:

new double line

new line

- new word

comma
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e Since vocals are monophonic and one note is played at each time we need only one

note off event.

Notice that synchronization of instruments and vocals is not explicit, but it happens im-

plicitly, since timing information (wait events) is the same for both sequences.

Each MIDI tick corresponds to
%k
Minute and R being the resolution of the file in Pulses Per Quarter Note (PPQN) with a

minimum value of 24 and maximum of 960 for most. The resolution can vary a lot

seconds, with T representing tempo in Beats Per

between MIDI files, which largely impacts the distribution of wait tick times. To alleviate
this issue we normalize the resolution by using 960 PPQN for all files.

At first, we also used the MIDI velocity of each note, but as it increased the vocabulary
size, which is disadvantageous in low-resource conditions [80], and couldn’t be used in

the final singing voice synthesis, we decided to discard it.

] Sequence Length H Instrumental \ Vocal \ Vocal (w/o syllables) ‘

max 59120 6115 5065
median 13041 1645 1373
min 575 310 256

Table 3.1: Sequence Lengths for Instrumental and Vocal text event formats

In Table 3.1 we can see the maximum, median and minimum of sequence lengths
for instrumental and vocal text event sequences. For the latter we can also see the
sequence lengths when we do not include syllables/phonemes. It is evident that the size
of the instrumental especially is very large. Even though we use an architecture that was
developed for usage in long sequence scenarios, compressing the instrumental sequence
without losing important information is for our profit. Training will be faster and a more

dense representation can make our model more robust.

3.3 Applying Music Theory Analysis

3.3.1 Chord Reduction

We adopt many techniques to combat the large sequence lengths of our data, which
we will analyze later. But even though we are able to fit our models in a single GPU,
the training process still requires a lot of time. Also, the information contained in the
instrumental text events is very dense and it can be argued that a singer does not have
to know every single note played by every instrument to sing on a track. For the reasons
above, we choose to create a new representation from raw midi data, that at the same
time is compact, meaningful and does not discard important information.

To achieve this we use the music21 library [19], a set of tools for computer-aided musi-

cology. Music21 can parse symbolic music in many formats, such as MIDI or MusicXML?

2https://www.musicxm1 .com/publications/
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Figure 3.3: An example of two music measures before compressing them to chords and
annotating them using roman numeral analysis (illustration with MuseScore)

(digital score) among others. It contains very useful notions of music theory, such as
harmony, chords, key signatures and modalities.

First of all we analyze and remove vocal and percussion instruments from our files
using our preprocessing algorithm and we parse them with music21 to get a score rep-
resentation. Then, we use a method that is implemented by the library, called chordifi)>.
This method merges all different parts/instruments into one and can create a chordal
reduction of polyphonic music, where each change to a new pitch results in a new chord.
This way we can reduce a complex score to a simple chord succession, discarding no
information and simplifying it simultaneously. To visualize this simplification we present
the score representation of two music measures before in Figure 3.3 and after this com-

pression in Figure 3.4.

3http ://web.mit.edu/music21/doc/moduleReference/moduleStream.html#music21.stream.Stream.chordify
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Figure 3.4: The same two music measures of Figure 3.3, but with generated chords and
their roman numeral representation. Notes are restricted in an octave range (illustration
with MuseScore).

The reason we do not include the percussion part is because it would insert noise
during this process. Since different parts of a drum kit are represented simply as different
notes, music21 has the drawback of interpreting them as notes and it is not able to extract
information correctly. Also, it can be argued that the exact parts played by a drummer
are not crucial to the singer. Instead, we will use more basic rhythmical notions such as
beats and downbeats (the first beat of the measure), which will give us more abstract, but

concrete rhythmical information.

3.3.2 Roman Numeral Analysis

The created chords reduce the instrumental sequence lengths by a large factor, but
if we now create a separate token for each chord as a combination of pitches, the size
of the vocabulary will become huge, because of all the possible note combinations and
permutations (voicings). Also, the exact same song, transposed to a different music
key would consist of completely different chords. It would be more useful to model the
relative positions and function of the chords, instead. To solve these issues, we use
Roman Numeral Analysis (RNA). RNA is a very common type of musical analysis and its
core idea is that chords can be represented by a degree of the musical scale they belong
to. It is presented in more detail in 2.5.2 along with other basic music theory concepts.

At first, we get a key estimation of the current song using the Krumhansl-Schmuckler
algorithm®. This algorithm determines the key a song is in by comparing its pitch class
distribution to ideal pitch distributions for each key. It is implemented in music21. It
should be noted that sometimes the key changes during a song (modulation), even though
this is not that common for pop or rock music, that makes up most of our dataset.
Identifying modulations algorithmically is not easy and complicates our representation,
so we identify the most common key and we implicitly represent modulations by analyzing
the changed tonality chords in the original key.

Following, we get the roman numeral representation of every chord based on the

4ht‘cp://rnha rt.net/articles/key-finding/
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estimated key, including inversions (specified accordingly). The enharmonics are also
respelled to get simpler representations, in the context of the key. One very important
advantage of this method, except for providing a smaller vocabulary size, is that every
chord is independent of the key the song is written in. This is actually a crucial data
augmentation procedure, because all our dataset is being transposed to a common but
abstract key. Previous work that takes this into account is limited. To our knowledge
only [4] transposes the dataset to the commonly used key of C or Am and [90] trasposes
to all keys.

downbeat event note on event
rest event beat event (roman numeral chord)

' DB_',"_REST_',"W_960","_B_", 'ON_I, *w_zooo: 'W_1360",
'ON_I', '"W_160', "ON_I", 'W_80', 'ON_I', "W_240","_B_', 'ON_V6',
'W_240', "ON_V6', 'W_2000", 'W_1360", 'ON_V6', 'W_240",' B_",
'ON_vi7', "W_2000", "W_1840",*_B_", 'ON_vi43', 'W_2000",
'W_1600", 'ON_vi43", 'W_240'

Figure 3.5: Instrumental Text Events with Roman Numeral Chords, Rests, Downbeats and
Beats

We also apply a procedure similar to RNA for the vocal melody notes, by converting
each absolute MIDI pitch to a corresponding scale degree. Since octave information is
also useful to get a more expressive vocal performance, we indicate which octave a note
is in by appending a number that specifies how many octaves above or below from the
tonic of the key the note lies.

note on event
(roman numeral note)

'W_2000', 'W_1305', 'G IH1 V", 'ON¥_i4', 'W_645','_OFF_",
'W_20", 'N_W"', "M IY1’, 'ON_iii4", 'W_595','_OFF_", 'W_90",
'N_W', 'T AY1 M', 'ON_vi4', "W_1075','_OFF_*, "W_2000",
'W_2000', 'W_520", 'N_L’, 'T UW1', 'ON_i5', 'W_1455',*_OFF __",
'N_W', 'R IY1', 'ON_vii4', 'W_185','_OFF_"

Figure 3.6: Vocal Text Events with Roman Numeral Notes

Since the instrumental data are now chords with no overlap it is very uncommon for
a note on event not to succeed a note off event directly. For this reason we introduce
a new event that explicitly represents the few rests that remain. Also, as we discussed
above we discard percussion and substitute it with two new events that correspond to
downbeat, meaning the first beat of a measure, and beat, a more fine grained division
(mostly quarter notes). In Figures 3.5 and 3.6 the reader can see examples of the new

format.
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Sequence Length H Instrumental | Reduction

max 11730 80.16%
median 3220 75.31%
min 239 59.83%

Table 3.2: Sequence Lengths and Percent Reduction of Instrumental Events

Table 3.2 proves that we achieve a very important reduction in the length of our

instrumental sequences. The size of vocal sequences remains the same.

3.4 Decoupling Lyrics and Melody

As we will discuss more thoroughly in the next chapter (Section 4.2), being able to
model lyrics and vocal melody separately, while also accounting for their correlation, can
have many advantages. As the reader can see in the previous sections, so far we have
merged the two sequences in one. Each note is preceded by the phonemes/syllable that it
vocalizes, which has the advantage of an explicit and simpler one-to-one correspondence.

To shape our dataset in a suitable format for this separate modelling we first follow the
preprocessing steps we analyzed in Section 3.2. The difference is that we do not substitute
syllables with phonemes. Instead, we concatenate all syllables and create a single lyrics
text for the whole song. Then, we remove the syllable/phoneme events from the vocal
event text sequences, except from the extension events that are needed to specify that
a syllable extends to more than one note. The new concatenated then can be used with
any tokenization method, which does not restrict us and allows us to use any pretrained
language model. To further emphasize the importance of the syllabification process we
described, if we had not enforced specific tokenization rules, that are also reversible, we
would not be able to know how to map the new lyrics text to vocal melody notes.

We then assemble a lyrics dataset to finetune a pretrained english language model.
The purpose of this is twofold. The language model will use the attention mechanism of
the Performer, which as we mentioned in Subsection 2.4.2 requires some training steps
to be able to utilize loaded weights from a pretrained model. Also, lyrics have specific
structure and content (repetition of words or phrases or onomatopoeia for example). So,
the finetuning also serves the function of Domain Adaptation.

We use three publicly available datasets® © 7 that include lyrics. We keep only english
lyrics and enforce a multiline format as in our target dataset. We also remove metadata
regarding structure such as the words Verse or Chorus. The dataset we create contains

lyrics for 263, 666 songs.

5https://www.kaggle.com/neisse/scrapped—lyrics—from—6-genres
6https://www.kaggle.com/edenbd/lSOk-lyrics—labeled—with-spotify-valence
7https://www.kaggle.com/deepshahl6/song-lyrics-dataset
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Chapter ﬂ

Model Architectures for Lyrics and

Vocal Melody Generation

In this Chapter we present the model architectures that we use in our experiments.
First, we formulate the sequence-to-sequence task we want to solve. The architecture
we use is based on Transformers, substituting the original softmax attention with the
FAVOR+ attention mechanism and including some enhancements we found to be helpful
to reduce memory usage. We use improvements to the original architecture, documented
in literature. We also explore a decoding technique specific to our task to make the
generation process more robust. Next, we present a novel architecture for modelling
multiple sequences, while we also formulate the input combination technique we are
using. Finally, we show the architecture of the pretrained language model that we finetune

on the lyrics dataset.

4.1 Sequence to Sequence Modelling

4.1.1 Formulation

Let us define a few concepts first to show how we train a sequence-to-sequence model
on our dataset. We will not analyze the attention mechanism of the Transformer or the
Performer architecture. The reader can refer to Subsections 2.3.5 and 2.4.2 for more

details.

We have an instrumental sequence 1., of variable length n as input and a vocal
sequence 1., of variable length m as output. Each token of the input sequence is a one-
hot vector of dimension d,, and each token of the output sequence is an one-hot vector
of dimension d,, where d,, and d,, are the sizes of the input and output vocabularies
respectively. Next, we have two mapping functions for each sequence genc : R% — R? and
hene : R = R for the input and ggec : R — R? and hgee : R — R for the output. These
functions map sequences I;., and O, to the sequences X;.;, and Y., of the shared

dimension d respectively, as:
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Figure 4.1: Our Simple Sequence-to-Sequence Architecture with an instrumental encoder
(left) and a vocal melody/lyrics decoder (right)

Xi:n = Genc1:n) + Renc(pi) Yi:m = gdec(O1:n) + haec(pi) (4.1)

where p; is the index of each token in a sequence. gen. and hepe are the token em-
beddings and positional embeddings of the encoder (equivalent for the decoder) and are

learnable.

The model we present here is trained to implement the following mapping:

f : Xl:n - Yl:m (4.2)

It is composed of an encoder (left on Figure 4.1) with parameters 8en. and a decoder
(right on Figure 4.1) with parameters 8gec and it models the conditional probability dis-

tribution:
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Paem,adec(Y1:m|X1:n) (4.3)

The encoder part encodes the input sequence X;., to a new sequence il;n of the same

dimension, thus defining the mapping:

jémc : Xl:n - X1:n (4.4)

which now provides for each token contextual information of the sequence.

We can rewrite Equation 4.3, to depend only on the decoder part and the above

contextualized sequence, as:

p@dec(lem|il:n) (4.5)

Or using Bayes rule:

m
Do YimlX1n) = | | Powec Wil Vo1, X1n) (4.6)

i=1

Note that the probability for y; does not depend on Y;.p,.

The sequence Y., includes vectors of dimension d. To bring them to dimension d,,
which is required both for training as well as decoding (more on that later) we use the
transpose of the weight matrix of ggec, as in the original Transformer implementation.

This has been also explored in [67]. So we get the sequence Lj.p,:

Ll:m = gélec(Ylim) (47)

Finally, we train our network by minimizing the cross-entropy loss between the sequence
L;.;;, and the original vocal sequence Og.,,—; shifted by 1 (otherwise the model would learn

to copy the input):

L= (0r1)log() (4.8)
i=1

As we can see, training is done with the teacher forcing technique.

4.1.2 Enhancements

As we already mentioned, a very important step to reduce the memory usage of the
original Transformer architecture, which otherwise scales quadratically with the sequence
length, is substituting the softmax attention with the FAVOR+ attention mechanism in-
troduced by the Performer (Subsection 2.4.2).

Another important addition to make modelling such long sequences in a single GPU
feasible, is using reversible layers (see Subsection 2.4.3) instead of normal ones. Each

layer of the encoder will now correspond to a reversible block. Our decoder contains an
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additional cross-attention sublayer, so to make it possible for it to use reversible layers,
we include an extra feed-forward sublayer between self and cross-attention, creating two
reversible blocks for each layer. Notice, that while this can be considered a significant
change from the original architecture, recent research on reordering [66] or adding feed-
forward sublayers [51], as well as on substituting attention with feed-forward blocks [53],
has shown that feedforward layers mostly act advantageously.

Another technique for reducing memory footprint also introduced in Reformer [42] is
used. It is called feed-forward chunking. Its idea is simple, it means that the input to a
feed-forward layer is divided into groups and not processed entirely in parallel to avoid
large memory consumption, producing the same result.

One more addition is the usage of learnable positional embeddings, instead of fixed
sinusoidal ones. Learnable positional embeddings were introduced in [24] and have been
used for state-of-the-art models, such as BERT [21] or GPT-2 [69].

In the original Transformer architecture, layer normalization (see Subsection 2.2.3)
occurs after each sublayer and residual connection addition, in what is called post-norm.
Another way to do layer normalization is putting it immediately before each sublayer,
creating pre-norm residual units. The improvement from using pre-norm has been docu-
mented in [12] and further analyzed in [59]. We use pre-norm, since it improves perfor-
mance, robustness and most importantly is stable when using large learning rates, with
no need to do warm-up (starting with a very small learning rate and gradually increasing
it), in contrast to post-norm.

Finally, we use Gaussian Error Linear Unit (GELU) instead of the more simple Rectified
Linear Units (ReLU) as the activation function of the feed-forward networks. GELU has
been used in BERT and GPT-2 with great success. Activation functions are documented

in more detail in Subsection 2.2.2.

4.1.3 Decoding Strategy

The reader can affirm by examining our data, that in contrast to other token sequences
(for example human language) there exists a very specific structure in the vocal sequences
(as well as on the instrumental but we will not focus on this). To make the above more

specific:

e The possible events that follow a wait time event are: note off events if a note is
on (meaning a note on event was encountered more recently than a note off event)

or one of: phoneme, extension or boundary events if no note is on.

o If the wait time event has the maximum value it can also be followed by a wait

time event, since this is the way we model longer times.
e If we encounter a note on event only wait time events can follow.

e If we encounter a note off event wait time, phoneme, extension or boundary

events can follow.

e Boundary events are always succeeded by phoneme or extension events.
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e Phoneme and extension events are always succeeded by note on events.

We take advantage of these structural constrains, by masking the logits vector ac-
cordingly, allowing only valid events to be selected. This masking is done by setting all
invalid events probabilities to —inf before our decoding technique, which is top-k sampling
followed by a softmax and sampling from the multinomial probability distribution.

Using these rules at generation time is very helpful. First of all, we explicitly enforce
that the generated sequence will be in the correct format. Moreover, when we mask
the invalid events before our decoding technique, we can argue that generation is more

robust, since the probability distribution is only over valid events.

4.2 Decoupled Modelling - Combining Multiple Input Sequences

4.2.1 Formulation

The fact that lyric syllables and melody are jointly modelled as part of the same
sequence is quite limiting, since it does not provide a lot of flexibility and control on the
training or the generation process. Now we will describe the new task we solve, which can
be thought of as a multi-source sequence-to-sequence task, with the difference of having
two outputs instead of one.

As can be seen in Figure 4.2, we keep the instrumental encoder unchanged and
instead of a single decoder, we have one decoder for lyrics and one for vocal melody, in
which we add a second cross-attention layer. This technique to combine multiple input
sequences in a decoder has been studied in [47] and has been shown to perform very well
among the alternatives. The output of the instrumental encoder cross-attends to both the
lyrics and the first cross-attention sublayer of the vocal melody decoder, while last layer
output of the lyrics decoder cross-attends to the second.

We have still one instrumental sequence, let us denote it as I;.;, and one vocal se-
quence, that does not contain lyrical information (phonemes) now, let us denote it as
O1.m- In our new architecture we have an extra part, which is the lyrics text and we will
refer to the part of the network that is responsible for it as the language model (leftmost
on Figure 4.2). Lyrics are tokenized by the tokenization method of the language method
to the sequence K4 of length q and dimension dj.

As before we project it to the shared dimension d, using learnable token embeddings

gim : R% — R4 and positional embeddings hy, : R = R%. We get the sequence Z;.4

Zl:q = glm(Klzq) + hlm(p(Klzq)) (4.9)

We condition the language model to the instrumental input. We denote the parameters

of the language model as 8, and the modelled conditional probability distribution as:

paenc,alm(Z1:q|X1:n) (4.10)

We substitute now with the encodings of the instrumental encoder part Xl:n and get

a probability depending only on 8y:
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Figure 4.2: Our Decoupled Architecture with an instrumental encoder (center), one decoder
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vocal melody decoder.

palm(leqlil:n) 4.11)
Using Bayes rule:
—_— q R—
Doy (Z1:olX1:n) = | | Po@ilZioii1. X0 (4.12)
i=1

The sequence Z;.4 is now encoded into the sequence Zl;q which depends on both the

lyrics sequence as well as on the instrumental one.

We can now use the transpose of the weight matrix of gi,, and get the logits vector L’l:q

of dimensions dg:
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Liq = 9Im@1q) 4.13)

We train this part of the network by minimizing the cross-entropy loss between the

sequence L} q and the original lyrics sequence Ko.q-1 shifted by 1:

g
Li = ) (ki) log(I'y) (4.14)
i=1

Next, we focus on the vocal melody decoder.

As the reader can see in Figure 4.2 and as we mentioned already, the vocal melody
depends both on the instrumental and the lyrics. The conditional probability for vocal

melody is:

paenc,é)lmﬁdec(Yl:mIXI:nZI:q) (4.15)

We use the encodings from the instrumental encoder part as well as the lyrics encod-

ings and we rewrite the previous equation as:

padec(lemlilzn, zlzq) (4.106)
—_— — m —_— —
padec(Yl:m|X1:n’ Zl:q) = l—[ p@dec(YilYO:i—l ’ Xl:n’ Zl:q) (4- 17)

i=1
We then use Equation 4.7 to get the logits vector L;.,, and we calculate the cross-

entropy loss for this sequence as we did before (Equation 4.8).

Finally, we train the network to minimize the sum of the above two cross-entropy

losses.

At inference time, the two separate sequences can be merged. Finally, one more
advantage of this method is that we can either generate both lyrics and melody or specify

in advance full lyrics or a part of them, to conditionally generate melody.

4.2.2 Lyrics Language Model

One of our main motivations behind the above decoupling was the ability to use a
pretrained language model as prior. With the release of language models trained on large
text corpora, it is common practice to use the knowledge they have acquired, either by
loading a pretrained model’s weights and finetuning on a downstream task (warm-starting)
or with more sophisticated methods, such as fusion [83] or knowledge distillation [5].

Since all pretrained language models we researched use a different tokenization method

than the one we are using (syllable tokenization), we cannot use any of the methods that
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Figure 4.3: The Language Model that we finetune on lyrics, warm-starting with pretrained
distilGPT-2 weights

require a one-to-one correspondence between tokens. So, we use a different network
(lyrics decoder) that conditions our sequence (vocal melody) with cross-attention.

We decide to use the distilled version of GPT-2 (distilGPT-2), since it is one of the best
performing causal language models available and since it is small it fits our low-resource
requirements. Knowledge distillation was introduced in [10] and [33] and used with great
success in distilBERT [78], being one of the most successful ways to compress a model.
Its basic idea is that a smaller student model is trained to reproduce the outputs of a
larger, teacher model. Note that distilGPT-2 is 34% smaller than the smallest version of
GPT-2, and two times faster on average. GPT-2 uses a Byte-Pair Encoding tokenizer [79].

We use the model’s weights to warm-start a Performer decoder with reversible layers,
which we will later use in the decoupled model shown in Figure 4.2. As discussed in
the Performer paper and as we found out in practice, a small amount of finetuning is
necessary for the model to get on par with the original model. Also, we will use reversible
layers as we do in the decoupled model.

The language model in Figure 4.3 is unconditional and causal (each token attends
only to previous tokens) and is trained to minimize the cross-entropy loss like before.
For the final model we add a randomly initialized cross-attention layer, as it has been
showcased in [76]. As we confirm experimentally next, this random initialized layer does

not degrade the quality of generated lyrics, even from the very beginning of the training.



Chapter E

Experiments and Results

In this Chapter we discuss some experimental details and the model and training hy-
perparameters we used, as well as the impact of the model parameters on training
speed. We further analyze the evaluation metrics we use. Following, we do a short com-
parison based on the above and analyze the qualitative evaluation study we conducted.
The reader can visit Appendix A for plots of losses, and evaluation metrics. Appendix B
contains examples of generated sequences.

Our code! is on GitHub. Most of the architecture code is based on a Pytorch im-
plementation? of Performer, that uses the attention mechanism introduced by the latter
on the original Transformer architecture, alongside some enhancements. We also use

DeepSpeed [71], a deep learning optimization library, in our training setup.

5.1 Experiments

5.1.1 Model Hyperparameters

Table 5.1 summarizes the main hyperparameters for the three models we train, while
Table 5.2 refers to the hyperparameters of the language model we finetune on the lyrics
dataset we assemble. We use a distilled version of GPT-2 (distilGPT-2) to perform warm-
start, by loading its weights to a model that uses the FAVOR+ attention mechanism and
has reversible layers. DistilGPT-2 is pretrained on a large corpus of regular English text

and its weights are publicly available online®.

As we already mentioned in Chapter 4 all our models have the following settings:

¢ FAVOR+ attention mechanism
e reversible layers
e feed-forward chunking (10 chunks)

e learnable token embeddings

Yhttps://github.com/gulnazaki/thesis
2https://github. com/lucidrains/performer-pytorch
3h‘c‘cps://huggingface.co/dis‘cilgpt2
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Hyperparameters Seq2Seq (Full) ‘ Seq2Seq (Chords) | Decoupled (Chords)
dimension 512 768
depth 6
encoder heads 8 6
decoder heads 8 6
Im* heads - 12
vocabulary size (encoder) 3411 22443
vocabulary size (decoder) 11984 12066 2122
vocabulary size (lm*) - 50257
maximum length (encoder) 50000 11730
maximum length (decoder) 6115 5065
maximum length (Im*) - 1024
token embedding dropout 0.1
feed-forward dropout 0.1
attention dropout 0.1

Table 5.1: Model Hyperparameters for Sequence-to-Sequence with Full Instrumental In-
put, Sequence-to-Sequence with Reduced Chords Instrumental Input and Decoupled with
Reduced Chords Instrumental Input. *language model

Hyperparameters Lyrics Language Model
dimension 768
depth 6
heads 12
vocabulary size 50257
maximum sequence length 1024
token embedding dropout 0.1
feed-forward dropout 0.1
attention dropout 0.1

Table 5.2: Model Hyperparameters for the Language Model that we finetune on Lyrics, we
warm-start (load weights) from a pretrained distilGPT-2 model

e learnable positional embeddings

e pre-norm (layer normalization before each sublayer)

e GELU activation function in the feed-forward sublayers

Also

e the dimension of the feed-forward hidden layers is 4d, d being the model/embedding

dimension

e the random features for the FAVOR+ attention mechanism (see Subsection 2.4.2)

are redrawn every 1000 steps

Note that while we try to have the same hyperparameters in all three models for a
more fair comparison, we are limited in the decoupled model by the hyperparameters of
the pretrained distilGPT-2. Specifically, it has been trained with a dimension of 768 and

12 attention heads. We use 6 heads for the encoder and decoder, since the dimension
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has to be divisible by the number of heads. Using a dimension larger than 768 on all
models was not an option, since we could not fit the full instrumental input model in a
single GPU.

5.1.2 Training Hyperparameters

Training Hyperparameters || All Instrumental to Vocals Models | Lyrics Language Model
Batch size 8 64
Mini-Batch size 1 8
Gradient Clipping 0.5
Optimizer AdamW
Betas 0.9, 0.98
Learning Rate 0.001
Weight Decay 0.1
Linear Warmup steps 100

Table 5.3: Training Hyperparameters for all three Instrumental to Vocals Models (Seq2Seq
(full), Seq2Seq (chords), Decoupled (chords)) and the finetuned on Lyrics Language Model

In Table 5.3, the reader can see the configuration we used for the training of our
models. We used the same hyperparameters on all models except from the finetuning
of our language model, in which we used a much larger batch size because of the small
memory requirements.

We manage to use a batch size 8 times the mini-batch size by performing gradient
accumulation (updating only every 8 steps).

We use gradient clipping (introduced in [63] and analyzed thoroughly in [95]). Gradient
clipping solves the exploding gradient problem and smoothens the gradient landscape, by
restricting the gradient norm: if ||g|| > vthen g « % where v is a norm threshold, 0.5
here.

We use the AdamW optimizer (see Subsection 2.2.3) with beta parameters of 0.9 and
0.98. We report that using this optimizer instead of regular Adam led to a much faster
convergence. We use a jl of 0.1 for the weight decay.

Lastly, we perform a very quick warm-up scheduling on the learning rate. We start
with a learning rate of O and gradually increase it until the final value of 0.001. Notice that

since we are using pre-norm, a slow warm-up, or small learning rates are not required.

5.1.3 Dataset size and total steps

We train all three instrumental to vocals models with same size dataset, using a
90% of the dataset for training and the 10% for validation and evaluating the generation
performance. We also train all models for the same amount of training steps, since we
have convergence at around this point and for fair comparison.

Likewise, we split our dataset to 90% for training and 10% for validation and evaluating
the generation performance, when finetuning the pre-trained distilGPT-2 on lyrics. Since,
the dataset we have assembled is very large and finetuning does not need to be extensive,

we train it for a little more than one epoch. Details are presented on Table 5.4.




Chapter 5. Experiments and Results

The reader can find the training and validation loss for all models plotted with time in

Appendix A.
Training All Instrumental to Vocals Models | Lyrics Language Model
Train size 7654 237299 (29663 batches)
Validation size 851 26367
Epochs 6 1
Total Steps 45923 33370

Table 5.4: Size of Train and Validation Datasets (90/10 split), Epochs and Total Training
Steps for all three Instrumental to Vocals Models (Seq2Seq (full), Seq2Seq (chords), Decou-
pled (chords)) and the finetuned on Lyrics Language Model

5.1.4 Training and Inference Speed

At this point we document the training and inference times for our models. Tables 5.5
and 5.6 present the training speed, using the average of processed training samples per
second and providing an estimate of the total training time based on that. We notice that
reducing the instrumental input sequence is very important and leads to much faster
training (almost 3 times faster). Notice that we have an average reduction of 75% on the
length of the input sequence (see Table 3.2). The decoupled architecture is slower than the
simple sequence-to-sequence on chords (as expected), since it is more complex because
of the extra sublayers and the language model part. But still, larger sequence lengths
impact the training speed more. Also, we notice that finetuning the lyrics language model
is a fast process.

Next, we present the inference speed in generated tokens per second. In the sequence-
to-sequence architectures we calculate speed on the tokens of the unique output se-
quence, while in the decoupled architecture we take an average on the sum of lyrics and
vocal melody tokens. It should be noted that the decoding strategy that we analyzed in
4.1.3 makes generation slower, which is why the decoupled architecture that uses these

decoding constrains only on the vocal melody decoder is faster.

Speed/Duration Seq2Seq (Full) | Seq2Seq (Chords) | Decoupled (Chords)
Samples/second (average) 0.171 0.473 0.259
Total hours of training 74.59 26.96 49.25
Generated tokens/second 5.89 6.71 9.09

Table 5.5: Training speed, total training duration and inference speed for Sequence-to-
Sequence with Full Instrumental Input, Sequence-to-Sequence with Reduced Chords Instru-
mental Input and Decoupled with Reduced Chords Instrumental Input (times measured in
an NVIDIA Tesla T4 GPU)

5.2 Regarding the Generation Evaluation Metrics

To get an estimate of our model’s performance during training we need to evaluate

the generation capabilities, besides the loss on the validation dataset. A metric most
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Speed/Duration Lyrics Language Model
Samples/second (average) 3.59
Total hours of training 2.58

Table 5.6: Training speed and total training duration for the Language Model that we
finetune on Lyrics

commonly used in Machine Translation (a common seq2seq task) is the Bilingual Evalua-
tion Understudy (BLEU). BLEU metric is constrained between O and 1, and larger values
indicate that a generated sequence is closer to ground truth. The generated sequence is

evaluated based on n-gram matches to ground truth and can be defined as:

N
BLEU = BP - exp (Z(wn log pn)] (5.1)

n=1

where BP is the brevity penalty on the length of the utterance, p, is the probability
that the n-grams in a generated response occur in ground truth, N is the max number of
grams and w;, is the weight for each n-gram.

The reader can find BLEU metric plotted with time in Appendix A. Arguably, its values
are small and irregular, and there is no significant improvement with time. This does
not surprise us, since vocals generation based on instrumental input is by no means a
task with a "correct answer". Given the same instrumental song, a thousand songwriters
would come up with a thousand different vocal melodies and lyrics.

For the above reason we devise a much weaker metric, that nevertheless is informative
of the generation quality. We talked about the structure of the vocal sequence in detail
in Subsection 4.1.3. There are specific rules/constraints regarding the possible event
types, based on a few previous event types of the sequence. To get an estimate of how
well the generated sequence obeys to these rules, we remove the decoding constrains we
mentioned and instead we generate unconstrained sequences. Then, using the same al-
gorithm we described, we count how many of these events obey the structural constraints
and we divide by the total length of the sequence getting a value between O and 1. We call
this metric Valid Structure Metric (VSM) and we write:

1 v(0:,01.m)

VSM = (5.2)
m

where v is a function that is equal to 1 if the current event is valid and equal to O
otherwise, and 0., is a vocal sequence of length m.

We notice that although VSM takes values close to one early in training, it is not
consistently 1 and has some negatives spikes, especially when using the full instrumental

input. So, the need for constraining on generation is justified.

5.3 Comparison

To recap what we noted above and what we see in the plots in Appendix A, reducing

the size of the instrumental input is very important for the training speed of the model.
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When examining the plotting of the losses we also note that validation loss converges to
a smaller value.

Regarding the decoupled architecture, we note that, while the model is more complex
than the simple sequence-to-sequence one, the training speed is not affected as much as
it is affected from larger instrumental input sequences. Also, we see from the VSM metric
that generated sequences with the decoupled architecture have a valid structure metric

more consistently close to 1, with much fewer downward spikes.

5.4 Qualitative Evaluation

In Subsection 5.2 we discussed the generation evaluation metrics we used to get an
estimation of the quality of generation sequences. It is very hard to formulate musicality
and because of this, automatic evaluation of the results is not representative of the re-
sulting quality. BLEU metric can not give us a good estimation and the metric we devised
depends only on the structure of the sequences and gives us no estimation for the melodic
or lyrical content.

For the above reasons, and since musicality is subjective, we conduct a qualitative
evaluation of our results to compare the different models we developed. The raw format
of the sequences is impossible to judge, so we convert it to a much more human friendly,

audio format. We take the following steps:
e We randomly pick 5 MIDI instrumentals from the evaluation dataset.

e We synthesize audio from the above instrumentals, using code from a MIDI pro-

cessing library* and the software synthesizer FluidSynth®.

e We generate vocal melody and lyrics with our 3 models (seq2seq with full input,

seq2seq with reduced (chords) input and decoupled with reduced input).

e We use Mellotron (see Subsection 2.7) to perform singing voice synthesis on the

results (using custom code to make our event sequence format compatible).

e We mix the generated singing with the instrumental audio and get a total of 15

audio files.

e We also include the generated lyrics. Note that for the seq2seq architecture, we
train a phoneme to grapheme model® on the CMU pronouncing dictionary to turn

the phonemes to a more friendly text format.

Then we ask 15 people to compare the results of the 3 models, for each one of the 5

tracks. We shulffle the audio files for each track to avoid bias in the answers.

For each track, the participants have to choose one or more audio files that they

believe were better in terms of:

*https://github.com/craffel/pretty-midi
5https://www.ﬂuidsynth.org
6https://github.com/cmusphinx/cmudict
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5.4 Qualitative Evaluation

1. Rhythmic/Melodic Quality: how musical or interesting is the vocal part, in terms
of rhythm and melody

2. Relation to the Music: how well the vocal part fits with the instrumental, both in

terms of harmony (in tune) and synchronization (in tempo)

3. Lyrical Content: the quality of the generated lyrics

Rhythmic/Melodic Quality

Seq2Seq (Full Input): 32.5%

/ Decoupled (Chords): 37.7%

Seq2Seq (Chords): 29.9%

I Decoupled (Chords) [l Seq2Seq (Chords) Seq2Seq (Full Input)

Figure 5.1: Rhythmical/Musical Quality according to our Qualitative Evaluation Study

We gather their answers and analyze them. The reader can see the results in Figures
5.1, 5.2 and 5.3.

We conclude that the decoupled architecture is definitely better when it comes to
lyrics, as expected. Also, it significantly outperforms the seq2seq architectures, regarding
the relation of vocals to music. Finally, it is slightly better to generating musical vocal
sequences. Comparing the two seq2seq models we note that they are quite similar, with
the one using chords being a little better regarding instrumental/vocal relation and a little
worse on the quality of the vocal melody.

Since we have used a relatively small number of tracks and participants in our study,

we cannot come to a conclusion with very much confidence.
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Relation to the Music

Seq2Seq (Full Input): 26.7%

__—— Decoupled (Chords): 42.7%

Seq2Seq (Chords): 30.7%

I Decoupled (Chords) M Seq2Seq (Chords) | Seq2Seq (Full Input)

Figure 5.2: Relation to the Music according to our Qualitative Evaluation Study

Lyrical Content

Seq2Seq (Full Input): 5.5%

Seq2Seq (Chords): 5.5%\

Decoupled (Chords): 89.0%

I Decoupled (Chords) [ Seq2Seq (Chords) Seq2Seq (Full Input)

Figure 5.3: Lyrical Content according to our Qualitative Evaluation Study



Chapter E

Conclusions and Future Work

In this last Chapter we will wrap up our work with some conclusions. Also, we present
some ideas that could improve our approach to the task we explore or give us new

and exciting directions to gaze at.

6.1 Conclusions

In this thesis we explore a very interesting task, that of lyrics and vocal melody genera-
tion for a specific instrumental music piece. We focus on symbolic music and specifically
on the MIDI format. To the best of our knowledge, our work is the first to incorporate the
musical context of the accompaniment, when studying the generation of lyrics or vocal
melody. Our research, and the code that we release along, make it possible to generate
end-to-end a complete vocal performance for any instrumental MIDI file we can imagine,
for the first time. We turn the generated vocals from a symbolic representation to audio,
using a singing voice synthesis model.

We propose a text event approach, inspired by the recent, successful work in the field
of symbolic music generation. Based on a dataset that consists of publicly available MIDI
files, we separate vocals and lyrics from the instrumental part and create a dataset in a
more structured format, suitable for the problem we research. We also make available
the code to recreate it from the original.

We experiment with two types of model architectures. In the first one, we merge
lyrics with vocal melody. We have two sequences, one consisting of instrumental events,
the input sequence, and another one that consists of vocal melody events, alongside
lyrics syllables, which is the output. Then, we model conditional vocal melody and lyrics
generation as a sequence-to-sequence task, using a typical encoder-decoder Transformer
architecture.

The second type of model architecture that we experiment with is one that we in-
troduce, inspired by research in multi-source and multi-modal sequence modelling, and
motivated by the benefits of incorporating prior knowledge from language models. We
separate lyrics from vocal melody and use a Transformer architecture that consists of
an instrumental encoder, one vocal melody decoder and one lyrics decoder part. For the
lyrics decoder we use a pretrained GPT-2 model, which we finetune on plain lyrics. The

encodings of the instrumental part are used to encode both the lyrics and the vocal melody
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decoder, using cross-attention sublayers in the latter two. We also use the encodings of
the lyrics language model part, before decoding it to text tokens, to condition the vocal
melody decoder, by adding a second cross-attention sublayer to it. The generated lyrics
and vocal melody sequences are merged into one. We call this architecture decoupled.

The sequences that we model can be up to 50 times longer than the barrier of 1024
tokens that most Transformer based architectures can model, because of the quadrati-
cal memory requirements of the regular softmax attention mechanism. For this reason,
we use the linear FAVOR+ attention mechanism introduced recently, along with other
enhancements to reduce memory footprint, such as reversible layers. Furthermore, we
apply a music analysis step, that reduces the instrumental input up to 80%, by substitut-
ing music notes with chords. We also substitute notes and chords with roman numerals,
a music key-independent representation, for more robustness. We find that this reduced
representation substantially reduces training time.

Finally, we conduct a qualitative comparative evaluation study to compare the results
from three models: (a) a sequence-to-sequence model trained with full instrumental notes
input, (b) a sequence-to-sequence model trained with reduced instrumental chords and
(c) a decoupled architecture model trained with reduced instrumental chords. We find
that the latter significantly outperforms the others in terms of lyrics content, as expected,
while also being slightly superior in the musical quality of the generated vocal melody as
well as on its relation to the accompaniment.

We hope that with work we can encourage more researchers to study conditional
vocal melody and lyrics generation and bring new ideas to this exciting field. Also, we are

confident that our work can be used by artists and others to create and inspire.

6.2 Future Work

In the future, we aim to improve the performance on the task we study here by
experimenting with some different settings, regarding the sequence representations and
the model architecture. A difference in representation, that is easy to incorporate in
the existing pipeline, is substituting MIDI ticks as the time unit with musical durations
(for example using a 64th note duration as base). Another idea is to keep only notes
that belong to the derived music key, or further simplifying chords, when doing chordal
reduction.

Regarding improvements in the model architecture, we could experiment with other
methods to reduce memory footprint, for example using gradient checkpointing [13] in-
stead of reversible layers, since reversibility enforces slower training speed. Some other
ideas regard the decoupled architecture we introduced. We can experiment with a differ-
ent setup, such as conditioning lyrics to vocal melody, in contrast to the current model.
It is also worth studying whether the conditioning of lyrics to the instrumental sequence
is important, by performing an ablation study.

To reduce the complexity of the decoupled architecture we could also try using other
ways to incorporate prior knowledge from a language model. Since the vocal tokenization

of lyrics, meaning the mapping of lyrics text to notes, is different from commonly used
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tokenization algorithms, we cannot think of a more efficient way to use a pretrained lan-
guage model. Instead, we can train a language model, using a syllable based tokenization
method, on a large corpus of english text from the beginning. Training a language model
with restricted resources could mean that it will not perform as well as a pretrained state
of the art model, but using other ways to leverage it, could improve the performance
overall. An elegant solution that performs a type of knowledge distillation technique, by
adding a regularization term depending on the language model output distribution, is
showcased in [5]. It can be easily utilized in our model if the regularization applies only
to syllable tokens.

Another improvement, comparable to the usage of prior knowledge for lyrics, would
be the pretraining of the instrumental encoder, with an unsupervised training objective,
like bidirectional language representation model encoders (for example BERT). Since the
amount of instrumental-only MIDI tracks is very large, this is worth exploring.

Finally, we aspire to cross the limits of symbolic music. DALI [56] is a large dataset that
contains audio tracks, with synchronized lyrics and their time-aligned vocal melody notes.
Its format is very close to the dataset we built, with the difference of containing raw music
audio information. Using source separation to isolate vocals and extracting temporal
audio features and using them instead of the symbolic instrumental embeddings, is one
straightforward way to use one of our existing architectures. Finally, we could use this
dataset to build an end-to-end audio vocals generation pipeline, since singing audio is

contained with synchronized note and lyrics mapping.
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Appendix

Training, Validation and Generation Metrics for
our three models:

Seq2Seq with Full Input,

Seq2Seq with Reduced Chords Input,
Decoupled with Reduced Chords Input

In this appendix, we present diagrams for: (a) Training and Validation Loss, (b) BLEU
metric, (c) Valid Structure Metric. These metrics are explained in Chapter 5 along with a

comparison for our three models based on these results.

A.1 Sequence-to-Sequence with Full Instrumental Input

0 5k 10k 15k 20k 25k 30k 35k 40k 45k

Figure A.1: Train(orange) and Validation(blue) Loss for simple seq2seq architecture with
full input - training for 6 epochs



Appendix A. Training, Validation and Generation Metrics for our three models:
Seq2Seq with Full Input,

Seq2Seq with Reduced Chords Input,

Decoupled with Reduced Chords Input
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Figure A.2: BLEU metric for simple seq2seq architecture with full input
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Figure A.3: Valid Structure Metric of Vocal Melody sequence for simple seq2seq architecture
with full input
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A.2 Sequence-to-Sequence with Reduced Chords Instrumental Input

A.2 Sequence-to-Sequence with Reduced Chords Instrumental

Input
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Figure A.4: Train(orange) and Validation(blue) Loss for simple seq2seq architecture with
reduced input - training for 6 epochs
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Figure A.5: BLEU metric for simple seq2seq architecture with reduced input

103



Appendix A. Training, Validation and Generation Metrics for our three models:
Seq2Seq with Full Input,

Seq2Seq with Reduced Chords Input,

Decoupled with Reduced Chords Input
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Figure A.6: Valid Structure Metric of Vocal Melody sequence for simple seq2seq architecture
with reduced input
A.3 Decoupled with Reduced Chords Instrumental Input
Loss
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Figure A.7: Train(orange) and Validation(blue) Loss for decoupled architecture with reduced
input (sum of lyrics and melody losses) - training for 6 epochs
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Figure A.8: Valid Structure Metric of Vocal Melody sequence for decoupled architecture with
reduced input



Appendix E

Examples of the Generated Sequences

In this appendix, we present some examples of the lyrics that are generated with our

finetuned language model before and after incorporating it in our decoupled architec-

ture. The reader can also find some audio examples of generated vocals, mixed with the

instrumental part, on SoundCloud.

Now if you're fighting now
And if it's just come aleng
Now it's always near me

We love you

And if it would have come along
I'll cross a crossroad
And then when the light starts my feet

And if it's on it's gone along

And if it's gone and gone

Through the cold simply wasn't gone
So if it still have me

And if it's just come along

And if it's sure to conguer well
I'll cross the crossroad

If it's home running on my feet

And if we come along

To the moon is the
Did you ever cross
And if it's always
It's sure to cross
With all along up
Yes I'1l1l cross the

road

beating me along
time

me

cross the cross

Then if it would cross

And it's always on

And if it's always

and on my mind

And if it's always<|endoftext|>

You bought the kid made me a hand

You moved us against my sand

A eyed son with you herself in a bottle of sand

You can still remember the hand that he used to remember

You used to raise our hands

Used to raise your hands to jigold feet back, wooden shoes
You used to raise your legs

You are fire fill the air

Used to raise your soul

You were running hot and made

Used to raise a broken wooden punch

You called me from beating heart

You used to raise your air

You were taking your tongue, changing your heart
You took the bullet

You were burning gold

Don't you just ask about you gave its attention

You need any evidence

But it's burning

You were burning fire

You were just burning

You're made of me burning for your heart
But it's plain

You changed your little more step closer
You are with your heart

But we're burning, you<|endoftext|=>

Figure B.1: Generated examples of the distilGPT-2 language model finetuned on lyrics


https://soundcloud.com/thomas-melistas

Appendix B. Examples of the Generated Sequences

You fall in the one say
when I get high
whenever I fall to

Tale as the clouds

all I get high Don't forget how you forget this girl
And the sun when I'm afraid of love
my feet runnin' when the sun goes Yeah, oh I never met you now
till the evening's high But when he's over so cold
Just my fall one that everything I feel
Yeah doesn't matter how I truly feel

Two people gettin' kinda blue for you now
Cause you're my poor boy yeah yeah
and I get high it's so good to move on
You gettin' high One day in the distance and all alone
with ev'ryone's onely day it never seemed so good
with lovin' nobody bless here to reason

, one day
you'll cry ) . never needed time but suddenly I'm so good to win
only get my high with a poor poor boy blues yeah yeah yeah
Go crazy then cause I'm so good to doubt
and I'll shine It's so good yeah
Once I look, it's so good to think so good

But darling

Figure B.2: Generated examples of the language model in the decoupled architecture
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